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Mody 22 August, &.45- 10.30 a~m.

US4 aAm.

B. S. Wherrett Harlot- Watt Univ UK
S. D. Smith Harlot- Watt Univ UK
C. Dainty lmprwll C0le6964

(Session Chai, S. D. Smith, Heriot- Waft Univ, UK)

9.00 a~m.4
MAII INITED - Quantum Well Smart Pixel for Optical Switching and Processing, D.A.B.
Miller, Ar& T Be#l Labs, U.S.A. A broad variety of experimental smart circuits with quantum well
optical inputs and outputs has been fabricated for many users. Current status and future
prospects for such large scale optoelectronic integration is summarized.

0.30 an.m
MA2 INVITED - Large Scale Integration of L.ED* and Gae~s icrcufts Fabricated Through
MOWIS, A.C. Grot, D. Psaltis, K.V. Shenoy* and C.G. Constad, .. ,* California Inst of Tech.
U.S.A. C*MlT, Cambridge, U.S.A.). We describe a new process to integrate LEDs with fully
processed GaAs circuits using MBE regrowth. The bottom contact of tne LED, grown in the
dielectric vias, is made through the n+source/drain implant.

9.45 a.m.
MKW NVITED - Parallel Algorithms for Optical Processors, P. Chavel, Inst. d'Optque, Paris,
France. Fine grain parallel optoelectronic processors for dedicated tasks may deserve further
consideration. The main case is vision machines; stochastic algorithms working on images
considered as Markov fields are one possible approach to tackle real images.

10.15 a~m.
MA4 NVITED - Quantum-vStatistical Restrictions on the Information Transmkttngl
Processing Rate In Electronic and Photonic Channels, F.V. Karpushko, DOPff Academy of
Sciences of Belarus, Minsk4 Beiwus. Qluantumn effects are shown to limit the information
capacity of electronic channels by - iO12bits. At higher rates the energy price for transmitting
infonmatio is 2-4 order less in 11D-boeon channels as compared with 1 D-fermnion ones. The 3D-
optical channels are free of quantum restrictions up to information rates - 101 gnitcm2s.

10.30 -11.00 sin. Coffee Break

Monday 22 August, 11.00 -12.30 pi..

(Sesion Chair J. L de Bougrenef ENST do Bretagne, France)

111111 INVITED - Spat1al-Lght-Modulator Based Routing Systes W.A. Crossland, R.J.
Mears and &.T. Warr, Univ. Cambiric/ge, U.K. This paper reviews the principles of SLM based
free space photonic switch structures based on shadow logic and on dynamic holograms
configured for optical fibre networks for parallel optoelectronkc machines and highly parallel chip-
to-chiptercnnectionsu.
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11.30 a.m.
M02 INVITED - dp tly Addressable Vertkcal-CavIty Surface-Emitting Laser Diode

Arrays, E. Zeeb, B. M611er, T. Hackbarth*, H. Leler* and K.J. Ebeling, University of Ulm,
Germany (DOaimler Benz Research Center, UIm, Germany). The fabrication of very uniform,
planar 10 x 10 vertical-cavity surface-emitting laser diode arrays is reported. Individual elements
show threshold currents around 4 mA, emit up to 300 1±W single mode, and exhibit a 3 dB
modulation bandwidth of 4.6 GHz.

11.45 a.m.
MB3 INVITED - The Scottish Collaborative Initiative on Optoelectronic Sciences - Devices
and Dal.stto41r8,. for Free-Space Digital Optical Processing, A.C. Walker, D.J. Goodwill,
B.S. Ryvkin M. McElhinney,* F. Pottier', B. Vogele', M.C. Holland* and C.R. Stanley', Dept.
Phys., Herlot-Watt Univ., Edinburgh, U.K. (-Dept. E&E Eng., Univ. Glasgow, U.K). 16 x 16
arrays of strained-lnGaAs/GaAs S-SEEDs have been successfully operated with a diode-
pumped 1064 nm laser. These, and other GaAs/GaAIAs devices, are being incorporated into
digital parallel optical processing demonstrators. The status of this programme will be reviewed.

12.15 p.m.
MB4 INVITED - Smart Pixel Arrays: Challenges of Manufacturing and Testing, G. Livescu,
L.M.F. Chirovsky, L.A. D'Asaro, S. Hui, R.A. Novotny*, A.L. Lentine*, M.W. Focht**, J.M.
Freund", K.G. Glogovsky**, G.D. Guth**, G. Przybylek"* and R.E. Leibenguth**, AT&T Bell
Labs., Murray Hill, U.S.A. ('A T& T Bell Labs., Naperville, U.S.A., "-A T& T Bell Labs., Breinigsville,
U.S.A.). Wafer level optical and electronic testing of smart pixel arrays is a must if a high yield
technology is to be developed. Our results on GaAs FET-SEED based switching nodes show
the uniformity and performance control levels achievable with today's technology, as well as its
limits.

12.30 - 2.00 p.m. Lunch Break

Monday 22 August, 2.00 - 3.45 p.m.
Smart Pixels and SIMs

(Session Chair: J. Hegarty, Trinity College, Dublin, Ireland)

2.00 p.m.
MCI Monolithically Integrated Optoolectronlc Smart Pixels, U. Kehrdi, D. Leipold, K. Thelen,
H.P. Schweizer, P. Seitz and B.D. Patterson, Paul Sherrer Institut, ZOrich, Switzerland. We
describe a monolithically integrated optoelectronic smart pixel fabrication process using a
GaAs/AIGaAs system. The smart pixels are realised with depletion type metal semiconductor
field-effect transistors (MESFETs), high brightness light-emitfing diodes (HBLEDs) and
photodiodes (PDs).

2.15 p.m.
MC2 Optical Algorithmic and Electronic Considerations on the Desirable "Smartness" of
Optkcal Processing Pixels, M.P.Y Desmulliez, J.F. Snowdon, J.A.B. Dines and B.S. Wherrett,
Dept. Physics, Heriot-Watt Univ., Edinburgh, U.K. The performance gains associated with
optical computing schemes must be traded off with the complexity of individual computing nodes
in order to optimnise the efficiency of an optical processor. We categorise the necessary trade-
ofts and provide examples of such optimisation.

9 9 90 0
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2.30 p.m.
MC3 Low-Loss and High-Speed Optical Switching Modules for 1.3 pm Wavelength Using
Active-Matrix Ferroelsctric Liquid Crystal Device", S. Shirai, T. Serikawa, S. Kohda, N.
Kakuda, M. Okamura and N. Yarnauchi, NTT Interdisciplinary Research Labs., Tokyo, Japan. A
highly efficient optical coupling system using microlens arrays for free-space optical switching
networks was proposed and demonstrated. High speed (< 100 Ps) and high extinction ratio for
1.3 pmf wavelength were obtained by a newly proposed ferroelectric liquid-crystal driving
method.

2.45 p.m.
MC4 Dynamic Free Space Optical Interconnections Using Liquid Crystal Micro Optical
Beam Deflectors, K. Hirabayashi, T. Yamamoto and M. Yamaguchi, NTT Communication
Switching Labs., Tokyo, Japan. Micro-optical beam deflectors with a high transmittance of 95%,
a large deflection angle of 150, and with a structure of liquid crystals sandwiched by microprism
plates are used in free-space optical interconnections and optical switches.

3.00 p.m.
MC5 Liquid Crystal Over Silicon Spatial Light Modulators, D.J. McKnight, K.M. Johnson,
G.D. Sharp' and R.A. Serati*, Optoelectronic Computing Systems Center, Univ. of Colorado,
U.S.A. (*Boulder Nonlinear Systems, Colorado, U.S.A). This paper describes our recent liquid
crystal on silicon spatial light modulators. We will present the most recent results from our 256
by 256 binary reflection mode SLM and our 128 by 128 analog SLM.

3.15 p.m.
MC6 Electronically Addressed Ferroelectric Liquid Crystal over Silicon Spatial Light
Modulators, D.C. Bums, I. Underwood, A. O'Hara*, and D.G. Vass*, Dept. of Elec. Eng., (*Dept.
of Physics), Univ. of Edinburgh, U.K. We discuss recent advances in the design and fabrication
of electronically-addressed ferroelectric-liquid-crystal-over-silicon spatial light modulators. We
summarise the prospects for further advances in the near future.

4.00 - 6.00 p.m. Poster Sessions

Analogue Procesing MP1 - MP26
Digita Opics MP27 - MP53
Guided-Wave Devices and Processors MP54 - MP64
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Tuesday 23 August, 9.00 - 10.30 am.

(Session Chair: T. Yatagai, Univ. of Tsukuba, Japan)

9.00 &rm.
TuA1 INVITED - Optical Detaction Fiers and Algorithm Fusion, D. Casasent, Carnegie
Mellon University U.S.A.. Detection of candidate object regions in a scene is step one in
general scene analysis. New optical morphological, wavelet and Gabor transform filters for
detection are presented and fusion is used to reduce false alarms.

9.30 san.
TuA2 INVITED - Space-Varlant Flftering in Fractional Fourier Domains, H.M. Ozaktas, B.
Barshan, D. Mendlovic* and H. Urey**, Electrical Engineering, Bilkent Univ., Ankara, Turkey
("Faculty of Engineering, Tel-Aviv Univ., Israel, "Electrical Engineering, Georgia Institute of
Technology, Atlanta, U.S.A.). Signals with significant overlap in both the space and frequency
domains may have little or no overlap in a fractional Fourier domain. Spatial filtering in these
domains may allow us to eliminate distortion components which cannot be eliminated in the
ordinary Fourier domain.

9.45 a.m.
TuA3 INVITED - All-Optical Dynamic Memories, M.P. Petrov, A.F. loffe Physical Technical
Institute of Russian Academy of Sciences, St. Petersburg, Russia. State-of-the-art review of all-
optical dynamic memories and their crucial elements is given. It discusses the properties of all-
optical regenerators of short optical pulses. Characteristics and properties of an optical dynamic
memory operating through SRS in optical fibers are described.

10.15 a.m.
TuA4 INVITED - Parallel Information Recording and Processing using 1-D Hologram
Technology, A.L. Mikaelian, Russian Academy of Sciences, Russia. 1 -D hologram technology
for parallel information recording and processing and some applications are considered. Among
them are a two-layer neura net performing serial-parallel processing, and an associative
memory using photothermoplastic material. Both the theoretical and experimental results are
presented.

10.30- 11.00 a.m. Coffee Break

Tuesday 23 August, 11.00 - 12.30 p.m. (Parallel Session)
Neural Networks

(Session Chair: D. Psaltis, California Inst. of Tech., USA)

11.00 am.
TuBI Associative Memory for Rotation Pre-Prcessing and Projection Invariant Pattern
Recognition, G. Lebreton, GESSY, Universitd de Toulon, France. New advances on invariant
pattern recognition using associative optical memories, showing simulations and first
experimental results, on 1) orientation detection of any object before identification, 2) pattern
recognition variant to scale and projectons.

11.15 a.m.
TuB2 Optical Implementations of a Stochastic Neural System, W.A. Crossland, T.J. Hall*,
J.S. Shawe-Taylor. and M. van Dealen"', Dept. of Eng., Cambridge University, U.K. (*Dept. of
E&E Eng., King's College, Univ. London, U.K., "Dept. of Comp. Sci., Univ. London, U.K.). The
paper addresses the design of an optoelectronic implementation of a stochastic bit-stream
neural system which operates by manipulating digital bit-streams to create emergent activation
functions using extremely simple logic.

9 9 9
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11.30 aim.
TuB3 Dynmi Effect. In Volume antisconnects with Feedback c. Slinger, ERI Dision,
DRA Ma4lvem, Worcs., U.K. An attempt is made to exploit the inherently rich physics of volume
holographic interconnects. The effects of crosstalk and nonlinearities are considered. When
combined with a novel feedback configuration, complex, self-organising behaviour is sen to
emerge.

11.45 a.m.
TuB4 Optical Lateral Inhibition Networks using SeIf-Unearlsed SEED's, P. Horan, Hitachi
Dublin Lab., Tnnity College, Dublin, Ireland. A family of lateral inhibition architectures which use
the self-linearised SEED effect to implement optical subtraction are described, and the operation
demonstrated in simulation.

12.00 noon
TuBS Optical SpatlawFrequency Filtering and Adaptive Neural Networks Based on
Fractional Fourier Transforms, S.-Y. Lee, Dept. of Elec. Eng., KAIST, Taejon, Korea. Based
on fractional Fourier transforms a new optical architecture is developed to make compromise
between shift-invariant (frequency) and position-dependent filterings, and its analogy to neural
networks and corresponding learning algorithm are presented.

12.15 p.m.
TuB6 Experimental Reallation of an All-Optical Self-Organising Map, K. Hegarty, J.
Duvillier and J.L. de Bougrenet de la Tocnaye, ENST de Bretagne, Brest, France. We present
results obtained with an all-optical self-organising map neural network applied to digit
recognition. The experimental system is built around two Ferroelectric Liquid Crystal Bistable
Optically Addressed Spatial Light Modulators in a resonator configuration.

Tuesday 23 August, 11.00 - 12.30 p.m.
(Parallel Session - Lecture Thetre 4)

Diia Optic De:ces
(Session Chair: S. Ishihara, AIST, Tokyo, Japan)

11.00 am.
TuCi Op e Switch Operating with 0.2 fJIpn 2 at 15 MHz, M. Kuijk, P. Heremans*,
R. Vounckx and G. Borghs, Vnie Universiteit Bnasel, Belgium ( IMEC, Leuven, Belgium). We
present experimental data of a novel differential PnpN optical switch, showing a cycle time
smaller than 60 ns and an optical switching energy of 0.2 fJipm2 .

11.15 a.m.
TuC2 AlAs/Gas" Multilayered Structures as Low Intensity Nonlinea Optical Media, S.
Knigge, M. Wicke and D. JAger, Fachgebiet Optoelekhtnik, Univ. Duisburg, Germany. The
nonlinear optical properties of hybrid AlAs/GaAs Bragg reflectors are presented. Experimentally,
optical bistability at optical intensities as low as 35 mWcm"2 is obtained when a bias voltage of
115 V is applied.

11.30 am.
TuC3 Dynmnical Behaviour of Opto-Optical Logic Switching Devices Employing n-i-p+-
bsemd Smawt Pixels, M. Knelsal, P. Kiesel, P. Riel, K. Reingruber, K.H. Gulden, E. Greger, A.
Hdfler, B. Knopfer, G.H. D6hler, XX. Wu* and J.S. Smith*, Inst. fOr Technische Physik, Univ.
Erangen-NOmberg, Germany (Dept. Elect. Eng. & Comp. Sci, Univ. California, Berkeley,
U.SA.). We report on experimental results on the dynamical behaviour of n-i-p-i-based smart
pixels. With switching energies of 2.4 fJ/pm2 contrast ratios of 4:1 at 1.6 mW output power were
achieved. The opto-optical gain is tunable from 10-106.

-.. . _V
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11.30 am.
TuC4 An Optical Set-Reset FlipFlop Semtconductor Laser with Two Mutually
Complnw"ntary Outputs, M. Watanabe, S. Mukai and H. Yajima, Electrotechnical Lab.,
Ibarakai, Japan. Theory and experiment on crosscoupled-mode bistability in a twin-stripe laser
is reported. The laser has two output ports complementary to each other, which is analogous to
a set-reset flipflop in electronics.

11.45 asm.
TuCS Wavegulde Type Rotating Phase Plate as Frequency Shifter on (110) GaAs
Substrate, H. Inoue, S. Nishimura, S. Tanaka* and T. Kanetake', RWCP Optoelectronics
Hitachi Lab., Tokyo, Japan (*Central Research Lab., Hitachi Ltd., Tokyo, Japan, "Advanced
Research Lab., Hitachi Ltd., Saitama, Japan). The fundamental modulation characteristics of
waveguide type frequency shifter based on the rotating phase plate are demonstrated on (110)
GaAs substrate as an optical device for multi-dimensional interconnection for the first time.

12.00 noon
TuC6 Asymmetric Light Bullet Dragging Logic, R. McLeod, S. Blair and K. Wagner.
Optoelectronic Computing Systems Center, Univ. of Colorado, U.S.A. The asymmetric dragging
interaction between three-dimensional optical solitons may allow cascadable, phase-insensitive,
NOR gates with gain to be implemented at ultrahigh speeds in massively parallel three-
dimensional bit-level systolic-array architectures.

12.30 - 2.00 p.m. Lunch Break

Wednesday 24 August, 9.00 - 10.30 a.m.
Plenary

(Session Chair. B. S. Wherrett, Henot-Watt Univ, UK)

9.00 a.m.
WA1 INVITED - Architecture Design and Implementation Issues for Massively Parallel
Processors, S. Nelson, Cray Research Inc., U.S.A. Dramatic improvements in microprocessor
price/performance have challenged the supercomputer designer to achieve high levels of
system performance by interconnecting hundreds or even thousands of processors. But to
achieve high sustained computational rates it is imperative that designs be balanced with
respect to processor speed, local and global memory bandwidth, input/output capability, and
interprocessor synchronization primitives. This talk will discuss these criteria using examples
from the recently announced CRAY T3D system.

9.45 a.m.
WA2 INVITED - Free-Space WDUA Optical Interconnects using MeshConnected Bus
Topology, Y. U, S.B. Rao, I. Redmond, T. Wang and A.W. Lohmann*, NEC Research Institute,
Princeton, U.S.A. (*University of Erlangen, Germany). A mesh-connected bus networking
topology is proposed for implementing the three-stage Clos network and is experimentally
demonstrated using a WOMA technology.

10.00 a.m.
WA3 INVITED Design issues for Free-Space Photonic Switching Demonstrators, F.B.
McCormick, AT&T Bell Labs., Naperville, U.S.A.. We discuss the issues involved in building
demonstration systems integrating GaAs FET-SEED smart pixels, computer generated
holograms, 2-D fibre bundles, high-power lasers, high resolution optics, and novel
optomechanical packaging. A prototype 5 stage, 32 x 16 fabric operating at 155 Mb/s is
described.

10.30- 11.00 Coffee Break

. . .... .. 0 0 .
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Wednesday 24 August, 11.00 - 12.30 p.m. (Parallel Session)
SOpts Archi chuse

(Session Chair: Y. Ichioka, Osaka Univ, Japan)

11.00 am.
WB1 Dan rat of Optically Controlled Data Switching using Quantum Well Bistable
Devices and Modulators, P. Koppa, P. Chavel, J.L. Oudar', R. Kuszelewicz*. J.Ph. Schnell"
and J.P. Pocholle*, Inst. d'Optique, CNRS, OQsay, France, *France Telecom, CNET, Paris,
France, -Thomson CSF, Orsay, France). Experimental results on a 64 channel free-space
photonic switching system are presented. Two control schemes are demonstrated: direct
optical addressing with potential signal amplification and self-routing operation acting on data
packets.

11.15 a.m.
WB2 Reconfigurable Architecture Based on Selective Enabling of Microlesers, M.
Murdocca, J. Battiato*, D. Berger", R. Bussiager* and T. Stonet, Dept. of Comp. Sci., Rutgers
Univ. New Brunswick, U.S.A. ('Rome Lab., Griffiss AFB, U.S.A., "Dept. of Comp. Sci., Univ. of
California, U.S.A., tWavefront Res. Inc., PA, U.S.A). We report on a reconfigurable architecture
that uses a static free-space optical interconnect. A two-dimensional array of microlasers
controls a two-dimensional array of S-SEED optical logic modulators in a cascaded system.

11.30 a.m.
WB3 Optical Array Logic Network Architecture, J. Tanida and Y. Ichioka, Dept. of Applied
Physics, Osaka Univ., Japan. A new concept called optical array logic network architecture
(OAL-NA) is proposed for effective construction of optoelectronic hybrid computing system.
With the help of optical array logic (OAL), not only data communication but also global data
processing are implemented in the interconnection network.

11.45 a.m.
WB4 Cascaded Optical Data Transfer Through a Free Space Optical Perfect Shuffle, MW.
Derstine, S. Wakelin and K.K. Chau, Optivision Inc., California, U.S.A. We describe the design,
fabrication and testing of an optical interconnect system constructed from a two dimensional
array of symmetric self-electro-optic effect devices and a free space perfect shuffle module.

12.00 noon
WB5 Optical Circuitry for Data Transcription and Digital Optical Logic Based on
Photothyristor Differential Palm, H. Thienpont, T. Van de Velde, A. Kirk, W. Peiffer, M. Kuijk*,
W. Stevens, J. Fernandez, I. Veretennicoff, R. Vounckx, P. Heremans* and G. Borghs*, Applied
Physics Dept., Vrije Univ. Brussels, Belgium (*Interuniv. Micro Electronics Center, Leuven,
Belgium). We present a novel technique for parallel optical data transcription and digital logic
with high speed differential pairs of optical thyristors and demonstrate these vital operations with
compact optical hardware circuitry.

12.15 pam.
w36 Optoelectronic Multip•rt Associative Memory for Data low Computing
Architecture, V.B. Fyodorov, Russian Academy of Sciences, Moscow, Russia. New optical
setups of multiport optical associative memory are suggested. Such a memory enables M users
to execute a simultaneous and independent parallel associative data search and retrieval into
memory N stored words by M search arguments, as well as a random-access writing of keys
and data.

V,
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Wdnesday 24 August, 11.00 - 12.30 p.m.
(Parallel Session - Lecture Theatre 4)

Analogue Processing
(Session Chair J. Caulfield, Alabama A&M Univ, USA)

11.00 a.m.
WC1 An Analog Retina for Edge Detection, C. Wang and F. Devos, Inst. d'Elec. Fond., Univ.
Pans Sud, Orsay, France). We present a very simple optoelectronic analog retina which we
constructed, using CMOS technology. The experimental results indicate that the system is
capable of acquiring optical data of an image and detecting the edges.

11.158a.m.
WC2 Theoretical Results on Accuracy Limitations In Analog Optical Processors, D.A.

Timucin, J.F. Walkup and T.F. Krile, Dept. of Electrical Engineering, Texas Tech Univ., U.S.A. A
complete statistical analysis and modelling of a generic three-plane optical processor is
presented. Output signal statistics are determined for a number of interesting special cases, and
the fundamental theoretical accuracy limitations are etablished.

11.30 am.
WC3 Time-Integrating Correlation Using a Fibre Optic Delay Une Processor, RA. Athale
and G.W. Euliss, Dept. of Elec. & Comp. Engineering, George Mason Univ. Virginia, U.S.A. A
fibre optic tapped delay line correlator based on time-integration is proposed and demonstrated.
Such a correlator will combine high bandwidth, large processing gain and ability to compute real-
time autocorrelation functions.

11.45 a.m.
WC4 Experimental Implementation of a Joint Transform Correlator Providing Rotation
Invarlance, L. Bigu6, M. FracWs and P. Ambs, ESSAIM, Univ. de Haute Alsace, France
(*ONERA-CERT, Toulouse, France). We optically experiment a joint transform correlator (JTC)
where the input image is replaced by a synthetic discriminant function (SDF) filter. This latter
allows us to ensure a practical invariance over a 100 range.

12.00 noon
WC5 Optimel Nonlinear Filtering for Pattern Recognition and Optical Implementation, Ph.
Refregier, B. Javidi*, V. Laude and J.-P. Huignard, Thomson-CSF, Orsay, France (Dept. Elec.
Eng., Univ. of Connecticut, U.S.A.). An optimal processor for discrimination and noise
robustness is developed for pattem recognition. It leads to a natural and attractive high speed
optical implementation. Furthermore, it provides theoretical insight in previous heuristic
nonlinear filtering techniques.

12.15 p.m.
WC6 Rotation Scale and Shift Invariant Real Time Pattern Recognition, E. Silvera and J.
Shamir, Dept. of Electrical Engineering, Technion-lsrael Institute of Technology, Haifa, Israel.
An adaptive pattem recognition system is presented. Invariance is achieved by using two
parallel channels, each dealing with a different distortion. The overall process is performed
efficiently and can be executed in real time.

12.30 - 2.00 p.m. Lunch Break

, • •• o..• • _
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Wednesday 24 August, 2.00 - 3.45 p.m.
Optia Intrdwo--clarintert

(Session Chair: K-H. Brenner, Univw of Elangen, Germany)

2.00 pnm.
WD1 Systems Partitioning and Placement In Optoelectronic MCM Design, J. Fan, S.H. Lee
and C.K. Cheng, Dept. of ECE, Univ. of California, U.S.A We discuss the CAD issues for
partitioning between electrical and optical interconnects and physical layout in f.ee-space
optoelectronic MCM design. The results of a design example are also presented.

2.15 p.m.
WD2 Architecture of a Terabit Free-Space Photonic Backplane, T. Szymanski and H.S.
Hinton, Dept. of Elec. Eng., McGill Univ., Montreal, Canada. The architecture of a "universal"
photonic backplane is described. The architecture contains a large array of "programmable"
smart pixels which can be configured into three states. By setting pixel states appropriately, any
network can be embedded into the backplane.

2.30 p.m.
WD3 A Scalable Optical Interconnection Network for Massively Parallel Computers, A.
Louri and H. Sung, Dept Elec. & Comp. Eng., Univ. of Arizona, U.S.A. We present a new
optical interconnection network, called an optical Multi-Mesh Hypercube, which is both size- and
generation-scalable. It exhibits such properties as small diameter, fault tolerance, symmetry,
constant node degree, and is highly amenable to optical implementations.

2.45 p.m.
WD4 Demonstration of a 3D-Integrated Refractive Microsystem, J. Moisel and K.-H.
Brenner, Inst. fur Angew. Optik, Univ. Erlangen-Numberg, Germany. A 3D-integrated
microsystem is presented which performs the overlay of data planes. Each channel of the
microsystem consists of two gradient-index microlenses and two microprisms. The output plane
is 500 prn squared ar.-I contains approximately 100 pixels.

3.00 p.m.
WDS Integration of Free-Space Interconnects using Selfoc Lenses: Optical Properties of
a Basic Unit, K. Hamanaka, K. Nakama, D. Arai, Y. Kusuda, T. Kishimoto and Y. Mitsuhashi,
Nippon Sheet Glass Co. Ltd., lbaraki, Japan. A vertical and horizontal integration technique of
free-space interconnects using Selfoc lenses is described. A basic unit of the optical mother
board has been fabricated by slicing a Selfoc rod of 4 mm in diameter.

3.15 p.m.
WD6 Fabrication of Fibre Arrays for Optical Computing and Switching Systems, J.M.
Sasian, R.A. Novotny, M.G. Beckman, S.L. Walker, M.J. Wojcik and S.J. Hinterlong, AT&T Bell
Labs., Naperville, U.S.A. We describe a technique for assembling fibre arrays as needed in
optical computing and photonic switching. A 4 x 8 array was manufactured with fibre ends to
within 1.5 la from their ideal position and to a pointing precision of 30 arc-minutes.

4.00- 6.00 p.m. Poster Sessions

hdnnact¢1 WP1 - WP26
Memory wud Neural Networks WP28 - WP45
SLM. and Smart Pire WP46 - WPs6
optical Swltch WP5 - WP71
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Thursda 25 August, 9.00 -0I&= a~m.
kilorconn-ctiona In Computers

9.00am.(Session Chair S.H. Lee, Univ. of Califorria, San Diego, USA)

ThAll Experimiental Results of a 64 Channel, Free-Specs Optical Intlerconnection Network
for Massiviely PM.a~lel Processing, I. Redmond and E. Schonfeld, NEC Research Inst.,
Princeton, U.S.A. We report the experimental results of a 64 channel, high data rate, free-space
interconnection network for massively parallel processing architectures. it uses VCSEL arrays,
photodetector arrays and a passive optical routing network.

9.15 am.
ThA2 Performance ot an Optical Free-Space Crossbar, H.J. White, G.M. Proudley, C. Stace,
N.A. Brownjohn, A.C. Walker*, M.R. Taghizadeh*, B. Robertson*, C.P. Barrett% W.A.
Crossland", J.R. Brockiehurstt, M.J. Birch+, M. Snook+' and D. Vass+, BA. Sowerby Res.
Centra, Bristol, UXK ('Dept. of Physics, Heriot-Watt Univ., Edinburgh, UXK, "Eng. Dept., Univ.
of Cambridge, U.K., tThom EMI CRL, Middlesex, UXK +Dept, of Physics., Edinburgh Univ.,
U.K.). Initial results on the performance of a 64 input 64 output free-space optical crossbar are
reported. The components of the compact and ruggedised system are described.

9.30 a~m.
ThAll A PET-SEED Bsmed Optical Backplane Demonstrator, D.V. Plant, B. Robertson, H1.S.
Hinton, W.M. Robertson, G.C. Boisset, N.H. Kim, Y.S. Uu, M.R. Otazo, A.Z. Shang and L Sun,
Dept. of Electrical Eng., McGill Univ., Montreal, Cdnada. We demonstrate a representative
portion of an optical backplane using free-space optical channels to interconnect printed circuit
boards which employ FET-SEED based smart pixel arrays. Results of system demonstrator
performance will be presented.

9.45 a.m.
ThA4 High Speed Parallel Switchhng of Symmetric Self-Electrooptlc Effect Devices (8-
SEEDs), D. Goodwill, D.A. Baillie and F.A.P. Tooley, Dept. of Physics, Heniot-Watt Univ.,
Edinburgh, U.K. An S-SEED switching experiment has been designed and constructed to4
investigate operation at 5-50 MHz using powers of 1 mW/device over a 512 device array.
Details of the implementation and experimental results will be presented.

10.00 a~m.
ThA5 Arrays of Faie Effect Transistor-Self Electrooptic Effect Device (PIET-SEED)
Differential TransImpedance Amplifilers for Two Dimenislonal Optical Date Links, R.A.
Novot". M.J. Wojcik, A.L Lentine, L.M.F. Chirovsky*, LA. D'Asaro', M.W. Focht", G. Guth**.
K.C. Glogovsky**, R. Leibenguth", M.T. Asom** and J.M. Freund", AT&T Sell Labs.,
Nuapervl., U.S.A. (-AT&T Bell Labs., Murray Hill, U.S.A., --AT&T Bell Labs, Breinigs ville,
U.S.A.). Two dimensional (4 x18) arrays of Field Effect Transistor-Self Electrooptic Effect
Device transimpedance receivers have been fabricated for application in massivel parallel
optical data links. Up to 100Mbps/channel was demonstrated. Test results are discussed.

10.15 am.
ThAS INVITED - The Optical Compuinirg of National 663 High Technlog Program In
Chins, Y. D"an, Institt of CQptoobdctonic & Precision Engineering, Tianjin University, P.R.
Chine. Some of the achievements of National 863 High Technology Program in China are
summarised.4

10.30 -111.00 Coffee Break
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Thursday 25 August, 11.00 -12.30 p.m.
Dgt!Optc -i- sU

(Session Chair H. S. Hinton, Univ of Colorado, USA)

11.00 am.1
ThS1 INVITED -Parle Optoeactronl Proc-si- Systems and Applications, M.
Ishiksaw, Dept. Math. Eng. & info. Phys., Univ. of Tok~,v, aan. A parallel computing system
using optica interconnection and it applications for visual information processing are shown.
The system can be integrated into one chip by using VLSI technology.

11.30
Th82 INVFirED - Free Space Holographically Interconnected Counter, R.J. Feuerstein, D.C.
OBnien, A. Fedor, M.C. Chang and L.H. Ji, Optoeiectronic Comutng Systems Center, Univ. of
Colorado, U.S.A. We have constructed a simple 4-bit counter using holographic interconnects,
microlens arrays, vertical cavity lasers, and a CMOS detector array chip. Performance of this
prototype systemn will be discussed.

11.45 a~m.
ThB3 INVI'TED - Versatile Compact Inmag Processor with Optical Feedback using
Photopolymer and Ferroelectric Uquld Crystal on Amorphous Silicon, P. Cambon*, J.
Sharpe and K.M. Johnson, Optoelectronic Comutng Systems Center, Univ. Colorado, U.S.A.
(*GOSC, T6,Idcom Bretagne, Brest, France). An optical image processor with optical feedback
and gray scale capability compactly organised around bistable binary amorphous silicon and
ferroelectric liquid crystal devices and a one lens correlator using reflective multiplexed
photopolymer hologram is presented.

12.00 noon
ThB34 INVITED - Digital Optical Computing Duosrto Systems, F.A.P. Tooley, S.M.
Prince, D. Baillie, D. Goodwill, M. Desmulliez and M.R. Taghizadeh, Department of Physics,
Heriot-Watt University, Edinburgh, U.K Details of the implementation of two optical computer
demonstrators will be presented: a 64-channel S-SEED, cellular logic image processor with a
dynamic interconnect and a sorting module implemented by interconnecting smart pixels with a
shuffle.

12.15 pmn. Closing Remarks

Pierre Chavel Institu cOptique, Pards, France
(1C0 representative)
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Quantum Well Smart Pixels for Optical Switching and Procesing

David A. B. Miller
Rn. 4B401, AT&T Bell Laboratories,

101 Crawfords Corner Road
HolhndeL NJ 07733, USA

Abstract
A broad variety of arrays of experimental smart circuits with quantum well optical inputs and

outputs has been fabricated for many users. Current status and future prospects for such large scale
opnoele tonic integration ae summarized.

Quantum well optical modulator diodes have proved to be very useful devices for many
optWelectonic information processing and switching systems experiments. They can be made in large
numbers (e.g., lOWs) with usable yields, and can be used both as optical input devices (since they
operate as good photodiodes) and optical output devices (operating as absorption modulators).[1,21
The devices themselves ame low power, high speed, and apparently reliable. They have been used on
their own in various configurations to perform optoelectric logic and analog optical operations in
the simpler of the so-called self-electrooptic-effect devices (SEEDs).

The diodes have also been successfully integrated with electronic devices in various ways. FET-
SEEDs are monolithic integratiom of quantum well diodes as detectors and as modulators togeher
with GaAs field effect transistors.[3] They have also been successfully grown on silicon substrates[4]
and they have recently been integrated using a bybrid, solder-bump bonding onto silicon integrated
circuits.[5] The integration with electronics brings two advantages: (i) the optical input energy needed
can be reduced by the use of electronic gain - an important feature since the performnce of large
systems is usually limited more by available optical power rather than speed limits in the devices; (ii)
the use of advanced electronic technologies allows much more complexity in the "nodes" or "smart
pixels" - empirically it now appears that most potential applications need complexity in the nodes to
perform the functions that the systems need.

The PEr-SEED technology is currently the most advanced for practical applications. It has been
run in a 5-stage switching system [61 at system speeds of 155 Mb/a, using chips with 400 transistors
and 96 quantum well input or output diodes. Individual ccui have been run at 650 MHz or with
input energies as low as 20-30 fJ. The simpler symmetric SEED (S-SEED) technology has been used
in arrays of 2048 devices in multistaSe systems at slower speeds (e.g., 100 kHz) with up to 60,000
light beams in the system overall. The various integrations on silicon circuits are still at an earlier
stage of device research, but are promising for integration with highly complex circuits; arrays of
hybrid devics a being successfully fabricated now on silicon circuits.

In 1993, a experimental wodshop was rna in conjunction with the ARPA CO-OP program in the
United States that traimed urs how to design in the PET-SEED technology and fabriated the chips
deigned by the uses. The chips were delivered to users in early 1994. One goal of this wodmhop was
to simulat systems ,md applications renearch with prallel optoeleptro tecmologies, and users
designed a broad variety of circuits in what may be the first nailtiproject optoelectronic wafe
fabriation. The mslt of this workshop ae currently being reviewed, but first indicatim are that
this was a ranessfl project and ta theme is demad for greater availability of this kind of service
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for system research purposes. Thus will likely stimulate further such workshops or foundry services
for optoelectronic arrys in this and other such technologies.

I]D. A. B. Miller "Quantum-well seif-electro-optic effect devices", Optical and Quantum
Electronics, 22, S61-S98, (1990)

[21 A. L. Lentine, and D. A. B. Miller, "Evolution of the SEED technology: bistable logic gates
tooptoelectronic smart pixels", IEEE J. Quantum Electron. 29, 655-69 (1993)

[31L. A. DIAsaro, L. M. F. Chirovsky, E. J. Laskowski, S. S. Pei, T. IL Woodward, A. L.
Lentine, R. E. Leibenguth, M. W. Focht, J. M. Freund, G. G. Guth, and L. E. Smith, "Batch
fabrication and operation of GaAs-AIGaAs field-effect transistor-self-electrooptic effect
device (FET-SEED) smart pixel arrays", IEEE J. Quantum Electron. 29, 670-7 (1993)

[41KL W. Goossen, G. D. Boyd, J. E. Cunningham, W. Y. Jan, D. A. B. Miller, D. S. Chemla,
I. M. Lum, "GaAs-AIGaAs Multiquantum Well Reflection Modulators Grown on GaAs
and Silicon Substrates" IEEE Photonics Tech. Lett., 1, 304-306, (1989)

[51K. W. Goossen, J. E. Cunningham, and W. Y. Jan, "GaAs 850 nm modulators solder-
bonded to silicon", IEEE Photonics Tech. Lett. 5, p.776-8 (1993)

[61F. B. McCormick, T. J. Cloonan, A. L. Lentine, J. M. Sasian, R. L. Morrison, M. Beckman,
S. L. Walker, M. J. Wojcik, S. J. Hinterlong, R. J. Crisci, R. A. Novotny, and H. S. Hinton,
"Five-stage free-space optical switching network with field-effect transistor self-electro-
optic-effect-device smart-pixel arrays", Applied Optics 33, 1601-18 (1994)
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Large Scale Integration of LEDs and GaAs Circuits fabricated through MOSIS

Annette C. Grot and Demetri Psaltis
California Institute of Technology

Pasadena, CA 91125 USA
818-395-3893

Krishna V. Shenoy and Clifton r. Fonstad, Jr.
Massachusetts Institute of Technology

Cambridge, MA 02139 USA
617-253-5165

Abstract
We describe a sew process to integrate LEDs with fuly processed GaAs circuits using MBE

regrowth. The bottom contact of the LED, grown in the dielectric visa, is made through the n+
source/drain implant.

In this pape, we describe a process for integrating LEDs (Light Emitting Diodes) by Molecular
Beam Epitaxial regrowth on high density GaAs MESFET (Metal-Semiconductor Field-Effect Transistor)
circuits faricated by Viteme Semiconductor Corp. through the U.S. chip prototyping service, MOSIS
(MOS Integration Service). The Vitesse process available through MOSIS offers enhancement-mode
(VT--0.25V) and depletion-mode (VT=-0.6V) GaAs MESFETs (the minimum gate length is 0.81m),
optical FET and MSM (Metal-Semiconductor-Metal) photodetectors, Schottky diodes, and four levels of
aluminum interconnect metalisation. Each layer of interconnect metal is separated by & layer of Si0 2
dielectric. The total thickness of the dielectric stack is 4pm. The key features which allow the circuits to
withstand (AI,G&)As MBE (Molecular Beam Epitaxy) regrowth are that all of the metalizsation layers,
i.e. the gate-metal, the source-drain ohmic contact, and the interconnect metal, are stable up to 500"C
and none of the layers contain gold which would degrade the device performance.

The chip layout for the optoelectronic circuits is done using standard CAD tools. Figure 1 shows
the cross-section of the Vitesse chip with the LED epitaxial layers regrown in the dielectric vias. In the
areas where the LED material is later grown, an n+ source/drain implant is specified along with two
overlapping dielectric etch layers, to specify the area where the dielectric covering the substrate should be
removed. The dielectric vias for the LEDs have been made as small as 10pm x 10psm with vertical side
walls. The n+ source/drain ion-implant under the LED provides the bottom n contact for the LED so that
one terminal of the LED can be directly connected to the rest of the circuit without any post-processing.
After receiving the chip from MOSIS with the MESFETs, interconnect circuitry, and the dielectric vias
for the LEDs, the first step is to degrease the wafer and dean the GaAs surface with a buffered oxide etch.
The chip is then loaded into an MBE chamber and a double heterojunction GaAs/AlGaAs LED structure
is grown at 53i"C. The total thickness is 4pm so that the top p+ GaAs layer is planar with dielectric
stack. The superlattice at the bottom helps impede defects from the substrate surface from propagating
upwards. After unloading the chip from the MBE chamber, the single crystalline LED material in the
via. is masked off with photoresist so that the polycrystalline GaAs material, which forms over the rest of
the chip, can be removed using a wet chemical etch. The final processing step is deposition of AuZn/Au
for the top p+ contact.

Figure 2 is a photograph of part of a GaAs MOSIS chip after the MBE regrowth. The circuit
surrounded by the 7 electrical pads is a 3 unit winner-take-all circuit. The function of the winner-take-all
circuit is to determine the unit with the largest input signal. The LEDs, located to the right of the
initials "AG JL dPl, are the output signals for the circuit. The dimensions of the dielectric vias for the
LEDs awe 404pm x 40pm. The only LED which will be on will be the one with the largest optical input
power. Optical FETs were used in this circuit as photodetectors because of their high responsivity (on
the order of 1000A/W at lOnW input power levels). Figure 3 shows the output power of two competing
units of the winner-take-all circuit. The optical power on unit 1 was fixed at 3OnW while the power on
unit 2 varied from 0 to 100nW. There was no input to the third unit so consequently its output remained
OIe The trasond ce of the enhancement-mode MESFET after regrowth was 3OmS/mm and the
gate length was Ipm. The efliciency of the LEDs was 5 x 10- 4W/A, which is the one of the reasons for
the low output power in the circuit. Another reason is backgating on the chip which reduces the output
current and respowivity of the detectors. Improvements are expected with refined LED regrowth and- tsecnksm
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Parallel Algorithms for Optical Image Processors

Pierre Cha% el, Philippe Lalanne

nM iitd ,Obieq (CNRS)
B.P. 147.91403 Ormy cedex, Fram, Wl. (1)69 4168 41

Abstract Fine grain parallel optoelectronic processors for dedicated tasks may
deserve further consideration. The main case is vision machines ; stochastic
algorithms working on images considered as Markov fields are one possible
approach to deal with real images.

Introduction
The processing of real images is one area where optical computing may come up with
competitive solutions. The basic reason, as usual, is the number of interconnects that are
needed before any sensible processing task on an image is completed ; the number of
interconnects required is particularly large in parallel implementations, which is where free
space optics is attractive. The word interconnect should be understood in a broad sense,
including data input and output and the provision of various control signals to the processing
elements as well as exchange of information among the processors themselves. We are
interested in "optical scale" parallelism, where the processor consists in a number of
processing elements (PE's) equal to the number of pixels in the image, typically at least 1O04:
this puts the heaviest weight on interconnects but alleviates considerably programme and
data transfer control. For easy image format input, all PE's should fit together on a chip a
few square centimetres on a side. But technology will allow to integrate only fairly weak
PE's on such a small area. We are then faced with a double challenge: devise optoelectronic
architectures that make the best use of optical interconnects to maximise the computing
power and find algorithms that can use it for meaningful image processing tasks.

Convolutions

The simplest and most famous application of the above concept is the optical convolution,
where the PE reduce to photodetectors and where weighted optical interconnects that define
the impulse response do all the processing. The main application is pattern recognition. The
double challenge then takes on the following form: can convolution be helpful in real
pattern recognition problems and if yes, can optics implement such convolutions ? Progress
on filter reptroamability, adaptivity to the input signal and invariances will be reported in
several papers in this conferences.

Optical Cellular Automata:

Convolution nevertheless shows only limited generality and it ii important to seek broader
classes of our image processors. The next simple case is cellular automata, that have been
investigated in some detail for some years under various names, including symbolic
substitution and mathematical morphology. Their operation cycle consists in the
combination of one convolution and one point nonlinear operation. The main role of optics
here is to implement the convolution part, while optoelectrnic or nonlinear optical devices
located at every pixel respond nonlinearly to its result. The invited communication by
Casasent in this conference develops mathematical morphology applications for a number of
image processing tasks.

OFtln l'mtlom pmoblms i hag proemhu
One further step is to introduce optimisation problems into the realm of optical computing.
In an optimisation problem, an energy function E(&) is introduced as a measure of the

departure of an image 1 from an ideal goal to be reached by the processing. The definition

.... . . . .. ... m~aL . ,. .. =. . .,_ _._ . . lll~m~~l". • -0m
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of function E incorporates all relevant knowledge, i.e. the input data but also, for example,
the sources of degradation to be removed, a priori information on the class of object, and the
features of interest. The processing minimises the energy with respect to x.

Previous algorithmic work, notably by Geman et al. who used the approach of
Markov random fields to statistically describe the space of "real images", has demonstrated
energy functions that can detect, for example, texture, edge or motion in fairly difficult
situations. However, the computational load is usually extremely heavy because a small
change in the image can generate a large change in the energy - the "energy landscape" is
said to be wild - so that secondary minima will prevent simple gradient descent algorithms
from reaching the desired minimum or even an acceptable suboptimal solution. As a
consequence, it is not only impossible in practice to find the absolute minimum through
exhaustive search in the [I] space, but even the efficient suboptimal procedures like
simulated annealing are hardly practicable unless some way can be found to implement them
in parallel : as we shall illustrate now, their parallelisation is where, in our opinion, optics
may have a new role to play.

Optics for simulated annealing

In the simplest version of simulated annealing, the energy is first differentiated with respect
to some variable ; here, the variable are the grey values xij of the pixels. If the result of
changing xij to xij + bx is an energy increment AE, a random test is made so that the change

is accepted with a probability of order exp-AE-) , where T is an simulated "temperature".

The process is then iterated and the temperature is decreased at some appropriate slow pace.
Optical computing can provide three functions.

Firstly, energy functions can at least sometimes be constrained to quadratic variations
in the x-. AE is then a convolution of the image, and we are back to the first section.

Lcondly, the parallel generation of a large amount of random numbers of a good
statistical quality can be best handled by a physical rather than digital approach, and we have
demonstrated the use of speckle to provide around 1010 random numbers per second and
project them onto a photodetector array, such as an array of "smart pixels". In particular, we
have shown that speckle statistics can be easily moulded into exactly the required form of
probability law, and that the simulated temperature can be controlled directly by the average
speckle brightness, i.e. the laser power.

Finally, novel optoelectronic or nonlinear optical arrays such as SEEDs or pnpn
photothyristors may be used to make the required decision.

For the simplest forms of the energy function, it may then be possible to devise an
"all-optical" solution. In more elaborate cases, integrated circuits will be required to evaluate
AE but the role of optics to provide the random numbers and possibly the convolution part
of AE is still an important factor to open the way to compact, massively parallel integration
of image processors for such algorithms.

Conclusion
The favourite operation of analogue optical processing, convolution, may provide a solution
for a certain number of image processing problems. But we believe that it could well be
combined with other readily available optical functions and with integrated circuit
microtechnology into video-real-time systems for a significantly wider class of vision
problems.

We acknowledge the contributions of F. Devos, P. Garda, G. Premont D. Prdvost and
J.C. Rodier to the research leading to this work.
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Quantun-Statistical Restrictions on the Information

Tran•mitting/Processing Rate in Electronic and Photonic

Channels

Fedor V. Karpushko

Division for Optical Problems in Information Technologies
Academy of Sciences of Belarus

P.O.Box No.1, 220072 Minsk Belarus
0172/39 58 82 (tel), 0172/32 45 53 (fax)

Email: dopi tlbasO2. basnet .belpak. minsk. by@demos. su

Abstract. Quantum effects are shown to limit the information capacity of

electronic channels by - 1012nit/s. At higher rates the energy price -4or

transmitting information is 2-4 order less in iD-boson channels as

compared with ID-fermlon ones. The 3D-optical channels are free of quantum

restrictions up to information rates - 1019 nit/cm 2s..

Because bosons and fermlons obey the different statistics, the behaviors

of the electronic and photonic information channels are expected to be

essentially different in the cases when quantum-statistical effects take

place. With use of the Fermi-Dirac distribution function we have derived

the expressions for calculating the fermion information channel capacity

and minimum energy required for transmitting one nit of information. The

numerical estimates are compared with those of Lebedev and Levitin [11 for

iD-boson channels.

a -0b i
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Fig.i. Information channel properties at 300 K. Indexes B and F correspond
to iD-boson(photon) and ID-fermion(electron) channels respectively.
(Pj - P ) equals the boson signal power and gives the minimum

estimate for the fermion signal power because of the statistical
dependence of signal and noise fermions.
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For both types of channels the quantum-statistical effects play an

Important but quantitatively different role when the power/energy of

signals Is effectively presented by the Fourier components with

frequencies higher than the boundary thermal noise frequency noskT /h.

It Is seen from Fig.1, that for ID-channel at room temperatures this

corresponds to the information transmitting/processing rates of about

10 2 nit/s. Below these rates both types of channels behave equally in

agreement with the classical Shennon's theory.
13At the information rates > 10 nit/s the difference in behaviour of

fermlon and 1D-boson channels increases so much that the energy price

transmitting the same information becomes 3-4 order of magnitude

g8 er for fermlon channels as compared with photon ones. It should be

noted that transmitting and processing data will result in "nonlinear"

distortions and losses of information at the conditions when information

channel capacities are no longer the linear functions of the input signal

powers.

Thus, the analysis of quantum-statistical restrictions In the

information channels allows us to consider the value of information

transmitting/processing rate of about 1012 nit/s as the fundamental limit

for electronic systems (which are ID-systems by the nature).

For 3D-photon channels a generalization of the Lebedev's and Levitin's

formula [11 for the information channel capacity Is obtained and It is

shown (see, Fig.2) that such channels are free of quantum-statistical
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Signal intensity. W/cm 2  Information rate. nit/cm2s

Fig.2. 3D-boson(photon) information channel properties. Dashed lines In
(a) show the classical Shennon's asymptotes.

restrictions up to information transmitting rates of about 1019 nit/cm2 s.

References
[1] D.S.Lebedev and L.B.Levitin, Information and Control, V.9, 1-22 (1966)
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Spatial-Light-Modulator Based Routing Switches

W.A. Crossland, S.T. Warr, R.J. Meats, R.W.A. Scarrt

Department of Engineering, Trumpington St., Cambridge University, Cambridge, CBI 2PZ,
(0223) 330264. t Consultant.

Abstract. Spatial light modulator based routing systems offer potential advantages over
conventional electronic and waveguide-based systems. Integration of ferroelectric liquid crystal
over silicon smart pixel modulators permits high levels of switch parallelism to be achieved.

1. Introduction
Free-space optical interconnection enables much greater fan-out and fan-in than can be accessed
by electronics. These features make it appropriate to re-examine single-stage crossbar archi-
tectures. The purpose of this review is to summarise the technology of spatial light modulator
(SLM) routing systems and to consider control and arbitration issues.

2. Device technology
The modulators in the systems proposed here are intended to be silicon integrated circuits
with an overlay of chiral smectic liquid crystal [1]. The very large electro-optic effects that
are observed enable high fan-out/fan-in switch structures to be constructed, and the electronic
functionality of the silicon backplane, capable of electronically controlled mirrors and sensitive
photodetectors, forms a powerful 'smart pixel' technology.

2.1. Matrix-matrix crossbar
An optical vector-matrix processor for fast Fourier transform calculations was proposed in
1978 [2], later identified as a single-stage, non-blocking space-switch, and then extended to
the general matrix-matrix crossbar [3]. These architectures passively fan-out each optical input
towards every output. The replications are then 'shadowed' by means of a reconfigurable shutter
array and hence selective fan-in is achieved onto the output plane, figure 1.

Electrically addressed SLMs operating in a binary transmission mode are suitable high-
speed switching arrays that can be used as the shutter plane. Each input replication must
be optically resolved through a single shutter such that any arbitrary interconnection pattern
may be formed, including broadcast, multicast and multiple-input fan-in. Reconfiguration of
the switch simply involves closing any (single) shutters corresponding to completed calls and
opening any new paths required.

2.2. Dynamic holographic crossbar
The generation and use of computer-generated holograms is well documented, e.g., [4]. The
principle of operation of this architecture is the use of holograms to deflect as much optical
power as possible, hence eliminating the need for the initial fan-out operation associated with
the matrix-matrix architecture. Each routing area is filled with one from a set of base holo-
grams which are stored in a non-volatile memory behind the interconnect plane, figure 2. Each
hologram acts as an independent diffraction grating and also provide broadcast, multicast and
fan-in capabilities [5].

Electrically addressed SLMs operating in a binary phase mode produce a more efficient
system than amplitude mode devices, but both techniques lead to a redundant symmetry in the
output plane. A means of breaking this symmetry without significantly increasing the system
complexity or cost is proposed, [6]. Control of this switch involves periodically transferring im-

1 tP !
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ages from memory onto the SLM display. A key scaling issue to be addressed is the number of
pixels that are required per routing hologram.
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data paths using the existing free-space optics, or it may be separate from them.
The detection of contention external to the switch and the taking of the steps necessary

to stop multiple channels being directed to the same port are also considerably simplified in
these structures. Fatcities for resolving contention can be built directly into the switch control
electronics on the silicon backplane of the interconnect SLM.

4. Conclusions
The data throughput of optically transparent fibre optic switches is determined by the optical
power budget and can be very high. The use of smart pixel systems therefore provides a viable
switch technology. Results to be presented suggest that the matrix-matrix crossbar is not as
critically dependent on SLM contrast ratio as is normally assumed. For both architectures, a
significantly lower signal-to-noise ratio may still produce acceptable performance because of the
single-stage nature of the switches. The holographic crossbar typically exhibits higher SNR and

lower loss than the matrix-matrix architecture.
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Abstract
The fabrication of very uniform, planar 10 x 10 vertical-cavity surface-emittirg laser diode
arrays is reported. Individual elements show threshold currents around 4 mA, emit up to 300
pW single mode, and exhibit a 3 dB modulation bandwidth of 4.6 GHz.

Independently addressable, two dimensional laser diode arrays have many applications for
example in optical scanners, display technology, optical interconnects, high capacity switching
systems, wavelength division multiplexing systems, or for the generation of high power coherent
beams [1]. Using planar vertical-cavity surface-emitting lasers (VCSEL), such arrays with high
packing densities are relatively easy to fabricate [2]. VCSELs allow single longitudinal mode
oscillation, very low threshold currents, and alignment tolerant and efficient coupling into single
mode fibers [3].

We have fabricated 10 x 10 independently addressable VCSEL arrays. The lasers were
grown by molecular beam epitaxy. The active region contains 3 InGaAs quantum wells and is
embedded between AlAs-GaAs Bragg reflectors. Lateral current confinement and insulation of
the individual lasers is achieved by proton implantation with an energy of 300 keV and a dose
of 5 . 1014 cm-2 . The reflectivity of the upper Bragg reflector is improved with an additional
Au layer on top. TiAu rings form the ohmic p-contacts. The 100 elements are connected to 25
bonding pads at either side of the 5 x 5 mm array chip by metallic TiAu feeding lines which are
deposited on an insulating SiO layer. A schematic of the vertical structure and a top view of a
full chip is depicted in Fig. 1. Individual lasers have active diameters of 12 Am and the pitch
size of the array is 250 pm.

The processed arrays show a very good homogeneity of the output characteristics over the
whole array size. A typical threshold current distribution is shown in Fig. 2. Almost all lasers
exhibit threshold currents between 4.1 mA and 4.7 mA with an average value of 4.4 mA . Each
laser has a maximum single-mode output power in the order of 300 pW. Above this value higher
order transverse modes appear in the emission. By proper wedge shaping of the epitaxial layers
during growth, a variation of the emission wavelengths, plotted in Fig. 3, was achieved, making
the array very well suited for wavelength division multiplexing systems.

The small-signal response of a single bonded lasing element at different driving currents
above threshold is shown in Fig. 4. A 3 dB modulation bandwidth of 4.6 GHz is measured for a
driving current of 7.3 mA, corresponding to an output power level of 240 pW. This experiment,
performed with a not yet optimized laser structure, shows the potential of the array for high
bit rate data transmission. Operating all 100 elements in parallel, bit rates of several hundred
Gbit/s can be obtained. Using laser arrays mounted on proper heat sinks with lower series
resistances we expect still much higher output powers [4] and modulation bandwidths.

S 9 9 9
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AbareeL 16x16 arays of strained-InGaAWaAs S-SEED. have been muccesesfuly operated with a diode-
pumped 1064 -n laor. These, and other GaAAaAs devices, an being incorporamed into digital parallel
optical processn demonstator.

The Scottish Collaborative Initiative on Optoelectronic Sciences (SCIOS) is a partnership between
Heriot-Wat, Glasgow, SL Andrews mad Edhnxbr Universities thm has been running since 1990. It has as its
objectives:
(i) go pursue research into the physics, materials science, fabrication and packaging technologies

undelying the development of optoeectronic devices, and
(ii) to combine the results of (i) with new system architecture concepts so as to realise free-space parallel

optical computing an information processing demonstrators experimentally.
The SCIOS achnology programme includes woik on m-V semiconductor devices, diffractive optics, spatial
light modulatmrs and solil-staw lasers. Recent emphasis has been on smart pia arrays including hybrid
silkonA/InGaAs devices. In addition, new digital frce-space system architectures us being explored and a
range of novel demonstrators constructed.

SFED arrys [1] operating at M0 rau am proving to be effective as digital photonic logic planes in
exprimts on parallel optical processing and switching systems [2.3]. Hiowever. system speed can be limited
by the degradation of SEED performance at the required high optical power [4,5] due to local heating,
saturation and fiekl screening. Woodward et al (6,71 showed that both the Joule heating associated with the
Ph 0repn se and the degradation in performanc at high irradiance could be avoided by using material with
a radically decreased non-radiative carrier lifetime c ix the eectroabsorptive region. However, the ion-
implantation method, used in Refs 6 and 7, broadens the excison abaorption peak and reduces the mdulation
performance. We have made MQW modulator structures [8 in which the carrier lifetime is already short in
the as-grown structum, so that the finished device had both low photocurvent and good modulation
perormance. We have gone on to demonstrate how such MQW material may be used in a novel
elecuoabaarptiveMM optical switching device.

This device is based on vertically integrated modulator and detector elements, connected eiectrically
in paral. The non-QW GaAlAs detector (ower part) has unity quantum effiency under reverse has. The
modulator diode (top part) consists of deep GaLs/AIAs quantum wells and has extremely low quantum
efiency (I=0.4% at 1SV, il=lA% at 2.V) due to dhe long swp-out time across the high barriers, coupled
with a short non-radiative lifetime c. In this case, the low value of r was, we believe, produced by a
deteicrdon in the MBE system at the time of growth, which fortunawely did not broaden the cton
absorption feature. We hope to reproduce this effect contollably by growing at much lower tempertures.

At 851 ram, a combination of the quantum confined Stark effect in the MQW modulator and the
Franz-Keldysh effect in the detecior combine to give N-type negative resistance, leading go a factor of 3
decrease in the responsivity of the whole structure between OV and 15V for 10ILW incident optical power. This
behaviour is maintained at intensities 8 times Nih thn for a conventional MQW SEED [4,5]. To show how
this structune can be used go make a high performance reflection-mode SEED-typ switch, we have recently
made devices with qpcal ouput provided by a partial mirror (70M reflivity) between the modulator and
detector. A contrast ratio of 4 and a high Ns reflectivity of 40% uexpected. Contro lf pho-response is
likely to be an important fahor in the design of future smart-pixel devices based on semiconduclor modulatrs.

The clock-rates for demonstration parallel digital optical processing system based on current-
generation SEED arrays, operating at 50 um wavelength, us limited by the diode lase power reaching the
device array (milliwatts). The consequent demand for a beter match to high-power (> I wa) lIaers, such as
diodeamped NdXYLF and Nd.YAG, has prompted the development of strained In•aAs3aAs multiple
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quantu wells (MQW) grown by molecular besm epitaxy (MBE) for SEsoperating at 1047-1064 nra.
Previously repo rte devices in this materials systen [9.10,11] bad insuffiicient contrast ratio and too high
operating vobtp for use in switcin systems. We hav obtained enhanced devilce performance, compared to
our previously reported device [11]. by improved growth techniques, and have demonstrated for the first time
operation of arrys of SE) at 1064 not.

In our S-SEED, the pin MQW modulator is grown mainm-balanced to a deliberately relaxed buffer
layer of twermediame lattice constant, such that the InGsAs wells ane in compression and balance the Gajs
barriers in tension. rOwth was by MBE on a [1001 orientated semi-insuating Glas substrate. To minimise
the gliding of dislocation, and hence avoid brosadning of the exciwni absorption peak, a low temperature
was used with a low arsenc:group-il flux ratio to keep the mobility of the group-il atoms high. The buffer
layer consisted of an i-InGaAs layer with 10-step grading of In composition from 0 to 13.5%, followeAt by an i-
hLALA*CaAs supedlattice. The strxtur was designed to be completely relaxed at the top of the graded
InGaAs layer, but X-ray diffiraction mesrmnsshowed it was only 71% relaxed. The room temperature
abaorption peak occurred at 1061 nra rather than the design wavelength of 1047 unr. However, the variation in
this wavelength was only ±0.2 tnr acoss the central I" of the 2" diameter substrae. The half-width half
maximum on the low energy side of this peak was 6.0 meV (S.4nm), which is the best reported fir this system.
It is comparable to the figures of 6.8 meV for MOCVD-grown InCaA*CaAsP [12] and 5.25 meV for gas-
soence MBE-grown InOaAW"na (13], for both of which the MQWs arestmain-balanced to the substrate. it
also compares well to 4.5 meV for similar CaAW~oaAlAs MQWs [1].

For initial optical testing with a tunable laser, 200 gam diameter structures were fabricated by wet
etching and metallisation. The front of the sample had a partial anti-reflection coating, the back was polished
but uncoatd. The pliotocurrent characteristics showed 98% quatum efficiency at OV, 100% at IV reverse
bias. The transmission-voltage performance shows a contrast ratio of 2.0 between 0 and 1OV at 1060 nma
which increases; to 4.2 by the incorporation of a mirror.

S-SEED arrays, ranging in size from 16416 (20 jamx20 pam windows) to 4U%9 (9216 diodes with
7 pm windows), have been fabricated. The devices incorporate a metal mirror on the top for reflection-mode
operation, with the ligh passing through the GaAs substrate and the temperature stabilized sapphire mout.L
Anti-reflection coatings have been applied at all interfaces. The whole package is compatible with our
optomnechanical system used for optica processing deminstrators (2]. Individual S-SEEDs show bistability
with 3.0-4.2 convast ration at 1OV bias for wavelengths of 1059-1064 nm. Simila arrays with one bond-pad
for each S-SEED have also been fabicated for flip-chip bonding to silicon CMOS to make a spatia light
modulator.

We thank Y.P. Song, 0. Mackinon, G.S. Buller, N. Watson, N. Ross and MR.1 Taghizadeb for help
with fabrication of the SEEDN and holographic array generators. This work was supported P by the UK Science
and Engineering Research Council under the Scottish Collabiorative Initiative on Optoelectronic Sciences
(SCIOS). BSR acknowledges the support of an SERC Visiting Fellowship.
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Abstract
Wafer level optical and electronic testing of smart -ix arrays is a must if a high yield technology is to be
developed. Our results on GaAs FET-SEED based switching nodes show the uniformity and performance control
level achievable with todays technology, as well as its limits.

T'he fabrication of monolithically integrated semiconductor mireecrnc components with optical devices must
be a high yield process in order to accomplish large scale manufactuiring of smart pxel arrays for optical
interconnects and switching. Smart pixels consist of optical input and output devices, whos performance is
enhanced with logi and ampliffing circuitry. We present here 404 arrays of 2xl photonic switching nodes [1]
made using the field-effect-transistor self electro-ptic effect device (FE-SEED) technolog 12.31. Although
simple circuits can switch as fast 200ps [4]. and Wil functional individual nodes operating at 400N*/s have been
demonstrated [ 1,51, the speed of an entire array was only 1SS~bs, limited by the non-unilbnuity of the individual
node,. We have undertaken the task of s*vematically mapping the performance of the arrays at the wafer level, in
order to identifyr failures and their origin
A node is schematically shown in Fig. 1. It consists of an optical receiver, an inverter, a control memory and a

multiple~xer/driveritransmniter. The electrical outpu A of the receivr becomes one of the inputs to the 2%1
znutilezerdrierlocated within the same node, The other input, B, comes fromn a receiver located in another

node. Each mux/drive also has a pair of complementary electrical inputs (Q and Q in Fig.l1), whose role is to
control which one of the inputs A or B is regenerated as the optical output C. The control memory (set-reset latch)
stores this control bit. An electrical control signal, VcC, common to all the nodes in the array, is held either high,
to enable writing of the memories with the control bits preceding the data bits, or low, to preserve the memory
during the time the data are processed.
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The circuits contain quantum well p-i-n detcordioes Schtky clamping diodes, Oagic-gate and &dobe-gale
field-ffecatransistors. Single diodes. transistors, resistors and conductors awe fibricated, adjacent to each array of
Smt piwis for individual component cactrzio.By aneasuriag their characteristics and mapping them
omr the area of the wafer %%v obtain the iidds of idndidue devices, as well as the degree of unifornit). These
yields are in general vety high. of the order of 90% and better. An examplee of data mapping on a 3" wafer is
showna in Vg2, for dthosheld voltages Vth of PETs with 10pin long gates. The figure shows good uniforni;w. A
variation of lOOmV is observed isithin a 20 diamete, i.e. 50% of the inefla area; the variation of Vth over the
entire arm is about 300iV. The pattern in Fig2 is circular, which inictegta the variation is liely due to
thickness; andfor doping variation in the UBE growth, rather than to the adisequent processing

1bhuhaWw~qW dmiainwdw* .
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42Fig.3. Optical funcftioa testing of the entire 40-
Z Z array. 7he fitst cell Mlustrates the four "indicators"

.1which are monitored: the signal A flmn thereie,

Fg2 Mapping of threshold voltages on a 3" witlr. the signal X from the invest, the two conro
signals from the memory, &and Q.

Testig the functionality of these nodes as a challegin task. Techniqules, typical to electronic testing of integrated
circuits; are useflal, but ianuofficieat: our circuits nm IPerfom aoptical function s- well.'Thms the testing -t"
address; both optical and electroni functions. The tipinupenouvio of such a technique for testing the receiver,
investo and the control memnory is ilustrased by the use of *indiciaors" in FVLa 1 and 3. Each of the four *indiator
circuits" in Fig. 1 consists of a quantumvvel diode in series with a PET. When the FET is conducting. the diode is
forward biesed and omits liht. The state of the PET is determined by the voltage on its gate. In Fig.l1, the gate
voahW on the iskizor is determined bý the Xand Asignals for the two lower left ones, and by i5andQ ftthe
centerP and top left indicator. The A signals ane simunlated electricaly. The Q signals are controlled by the voltage
V0e. A periodic sequnce- of high and low A signal is coincident in time with a periodic sequence of high and low
VMe Sunc only the "high VWe aflloaw changing the state of the unwary, the rawe at which 0 and Q switch is half
the ta*e at whtich the A sigp&l switch. An infue M ameI and a VCR are used to recor the 'indicator BOgts
switchin. The *motion pit~e, a frame of which is illustrated in Fig. 3, contains the images of all the switching
indiaton rsb every aray on the waftr Similar optical mearameuu on the differenit type of nodes, as well as on
especially designed 'yiel tuNow array? (condsistin of indicator ciruits only), have allowed us to assess; the present
functional yieWs They vary from 5% to 50%~ depending on the circuit Our preliminary analyss of failures
indicaes thK the vast mirity of them, we doe to processing error which can be avoided by using improved
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We describe a sen~thlAddmy elaegrated optoduecronic umnrt pixel fabrication procem using a
GaAzAWGaAs system 7Ue smrt -ho are realized with depletiont type meWa semiconductor folelieffect

-- - -s (MEXiKTs), high bright.. Nghtemlitthg diodes (EDLED.) and photodlodes (MD).

Monolithically integrated opteolectronic "usnart The fabrication process requires eight
Pixels* are of current interest in the field of polioraicsteps and is based on mesa
parallel optical interconnects early vision isolation. The backside ohmic contact is formed
processing and optoelectronic neural networks first by a Ge-AuNiAu metallisation. This is the n+-
[1,2]. contact to all IHBLE . For the ohmic contacts of

We have developed a fabrication process the WMESEs and the PDs a NiGe-AuNIAuPt
where in a flexible way different kinds of metallisation is evaporated and annealed at 440(Y.
optoelectronic smart pixels can be realized in the Then the individual MESF~s and PDs are
GaAs/AlG~aAs material system. The malterial is separated by mnagnetron enhanced reactive ion
grown in a single, step by metal organic chemical etching (MIE) of mesas. After the deposition of a
vapour deposition (MOCVD). On a n+-dopd Si3N4 dielectric film, contact areas to the ohmic
GaAs substrate, we first grow a HBLED with a n- contacts of the MESFEWs and PDs on the n+-side
type AI0.3Gao*7As/AlojsGa0.As distributed Bragg as well to the ohmic contact of the HBLEDs and
reflector of 30 pairs [3]. The PD/MESFET layers the PDs on the p+-side are opened by reactive ion
are grown on top of this structure. They consist of etching (RIE). The gate areas are then also opened
a I pm thick GaAs p--buffer/absorber layer, a 200 by RIE. The dielectric film is used as a mask for a

nm thick 1_1017 CM-3 n-doped GaAs channel, a 20 selective, recessed wet-etch of the gate area. This
nm thick etch-stop layer of Alo.JGao.7As and a etch removes the nt-contact layer and produces an

GaAs ut-contact layer. The p-n-junction between undercut of 200 nm under the dielectric film. The
the buffer/absorber layer and the channel of the next metallisation (Ti~tAu) forms the Schottky
MESFEI is used as a PD) (FRg. 1). The badgap contact on the gate areas. T'his metallisation is also
difference betwee the PD absorbe and the used as the pt-contact of the HLENs and the
HBLEI emission is 127 mieV. The light emitted PDs, and as a first wiring level. The HBLEs are
by the HBLEI is shifted to 790 nmi using a isolated by a second level of MIE mesa etching.
AloA6Cftog5As QW. Therefore, the light can The second wiring (TiIM) level is patterned by
efficiently be detected by the PD. The eath-stop wet-etching on a dielectric film.
layer ensures a homnogenous MESFET Uveshold The fabricated devices are then characterised.
voltage over a large area. The entire n-p-n layer Thie MEBSFETs, which have a threshold voltage of
soucture is described in [41. -1.75V, show a tricnutneOf 55 mnS/mm

HOLED MESFT PD(UgsmOV, Uds=4V) for a gate length of 1.5 pmn
NBLED ESFETand an effective gate width of 27 p~m (Fig. 2). The

current density per gate length is 66 mAhmm
(Ugs""0V Udsum4V). The responsivity of the PDs is
0.56 A/W at a wavelength of 790 nim. This

A A-16A implies, for apractical optical input power of (1-5)
a pW, a photo current of (0.56-2.8) pA. An emission

P efficiency of 0.0095 W/A was measured for the
HBLED. This implies, for HBLEDs of 25-25 pm2

active area, a light output power of 95 ~IW at an
input current of 10 mA, and a power dissipation of
22 mW. The mean emission wavelength is 792

Fig. 1: Schuinsfic layer sequence of a opoelelctroic
Smar -ie
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We have simulated a simple threshold cirtuit
3.41lo" in Which all the pantuutic devuce wte implemented

1.(Jfg. 3). The HBLED can be turned off by
macausiig the ligh input powe Pin~. TIe ftheshold
m., a be Controlled by chtigthe gat voltage

1. & VTH of the MESFET MI. The output current is
-. balanced, Lte. Ithe current flows either through fth

HBLBD or through the MESF~r M42. The
MESFET M43 serves as a current source and flmits

0.0 2 3 4 6the HOLED current The simulated data predict an
Uc. M aveuuge optoeletrenic gain of 260 for a contnst
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Abstract

The performance gains associated with optical computing schemes must be traded off
with the complexity of individual computing nodes in order to optimise the efficiency of
an optical processor. We categorise the necessary trade-offs and provide examples of such
optimiestion.

Introduction
The recent advent of VLSI compatible optically interconnected electronic devices has triggered

a tremendous interest in the use of such components at a system level. Few studies, however,
have focussed on the numerous trade-offs, benefits and limitations which are offered by the com-
bination of the competing technologies (electronics and optics) [1][3]. To recognize whether a
task is worth being performed in an opto-electronic form constitutes probably the first stage of
the investigation. A definite answer to such a question assumes however that all trade-offs have
already been fully quantified. Some tasks are nevertheless recognized as a priori more efficient
if optically implemented by algorithms whose possible mappings take benefit of the advantages
of non-local optical interconnections. For example, the two-dimensional sorting can be achieved
with the bitonic sort algorithm which uses the folded perfect-shuffle 14, 5]. It is the purpose
of this paper to carry out a complexity analysis of the opto-electronic implementation of such
functions on optical, algorithmic and electronic grounds.

Algorithmic considerations
Previous studies showed that a bonus factor of at least two orders of magnitude is expected

for the 8-bit sorting if the computational time of the sorting is reduced (6]. In other words, the
degree of smartness of the pixel impacts on the number of processing steps required for sort-
ing. Performance metrics of some algorithms, which all perform the sorting, will be presented.
They differ by the minimum required intelligence or smartness at the nodes of the multi-stage
interconnection network (MIN). For example, the powerful bitonic sort algorithm demands the
presence of complex exchange-bypass modules [5]. In that respect, it is expected that such an
algorithm provides a large bonus factor compared to its electronic counterpart. The algorithms
are implemented within the Extended-Cellular-Logic-Image-Processor (EX-CLIP) architecture

(6].

Optical consideratiouns
The algorithmic analysis ignores the feasibility of large scale implementation in the optical 4
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and electronic domain. In the optical domain, the limitations on the upecaling possibilities orig-
inate from fundamental properties or practical constraints. For example, the aberration and
diffraction of the imaging devices and the space-variant nature of the optical interconnections
impose an upper limit on the space-bandwidth-product available. Technical limitations encom-
pass the micro-mechanical alignment and the stability of the optical implementation.

The highly partitioned feature of an opto-electronic array arises from placing the electronic
circuitry of each pixel around their regularly distributed transceivers. This conventional layout
eass also the design of the synthetic diffractive elements (DOEs) traditionally used as fan-out
and interconnection optical units [7]. A pixel density can be then defined which is directly related
to the degree of smartness of the pixel. A multichip configuration [8] increases the throughput
rate at the expense of a larger field of view of the imaging devices. The resulting increased space
bandwidth product is moreover rarely fully utilized because of the low density of transceivers.
In other words, the pixel density is limited by the scaling possibilities of the optical hardware.
Solutions have been proposed to overcome that limitation such as the use of hybrid optical compo-
nents [9] or the topological separation of the transceivers from their circuitry [10]. The possibility
to scale up the architecture will be analysed for the different available arrays.

Electronic considerations
The type of technology and the logic family used for the electronic circuitry impacts on the

throughput rate through different forms. The area taken by the logic circuitry, while depending
on the ability of the electronic designer, provides higher bounds on the pixel density. These
bounds can be further modified if the power-delay product of the logic gates and/or the energy
dissipated by the transceivers prevent efficient off-chip heat dissipation . Comparisons based on
area and power consumption will be made in the cases of GaAs S-SEEDs, L-SEEDs, FET-SEEDs
arrays [11] as well as hybrid arrays which involve SEEDs transceivers flip-chip bonded on silicon
based CMOS circuits. These arrays exhibit the functionalities required for the different algo-
rithms explained above.

Tabulating various device/architecture/algorithm combinations under the considerations men-
tioned above allows the optimisation of such combinations in terms of the pixel complexity. Ex-
amples of the optimisation of sorting and other transforms will be presented in this context at
the conference.
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Abstract

A highly efficient optical coupling system using microlens arrays for free-space optical switching
networks was proposed and demonstrated. High speed(<100 ps) and high extinction ratio for 1.3 pLm
wavelength were obtained by a newly proposed ferroelectric liquid-crystal driving method.

1. Introduction
Two dimensional optical switching devices consisting of liquid-crystal cell arrays and birefringent

plates have many advantages for use in large-scale and transparent optical switching networks. We
have demonstrated the successful operation of an 8-stage optical concentrator using 1024-input-ports
optical beam shifter modules for visible light.(')-(2 ) To use this type of module for optical communica-
tion networks, good performance for long-wavelength, highly efficient fiber-to-fiber coupling and
high speed switching operation are required. This paper describes the new optical design for low-loss
interconnection and a new method of driving high speed ferroelectric liquid-crystals(FLC).
2. Optical design for fiber interconnection

Figure 1 shows an example of NxN optical switching network.(3) The distance between input and
output fiber arrays is several tens of centimeters because the system consists of the cascaded optical
beam shifter modules. The beam expansion due to diffraction results in very large increases of the
coupling loss and limits the size of switching networks.

Figure 2 shows the newly proposed configuration of lenses for low-loss propagation. Figure 2(a)
shows the confocal lens system, which consists of a very short focal length lens and a long focal
length lens, to obtain long collimation distances. Figure 2(b) shows the relay lens with long focal
length for compensating beam expansion. The number of relay lenses depend on the size of switching
system. Relay lenses can compensate the beam expansion. Figure 3 shows the changes of beam radius
along the propagation direction in Fig.2(a) using a ball lens(f=0.57 mm) and sputter-liftoff
microlens(f=25 mm) in Fig.4. Microlenses was fabricated by sputter deposition using a shadowing
effect.

Figure 5 shows the experimental configuration of a polarization independent switching system. On
the input side, an input beam is separated into two components, an ordinary-ray and an extraordinary-
ray. These beams go through the two adjacent cells in each optical beam shifter. At the final stage, the
polarization of each beam is controlled and the beams are combined into one non-polarized beam.
Optical beam shifter modules with 990 pgm cell size and 350 pIm aperture radius are used. Two long
focal length lenses, MLI(f=l50 mm) and ML2(f=25 mm), are very effective for highly efficient opti-
cal coupling between an input fiber and an output fiber array.(4) Very low total insertion-loss of 8.7 dB
was obtained for four output ports. This value proves the accurate coupling to output fibers in spite of
very long propagation span of 424 mm.
3. High speed optical switch for 1.3 p;m using FLC

Ferroelectric liquid-crystal is a very attractive material for high speed operation, which is two to
three orders higher than that of twisted-nematic liquid-crystal. But, there are two main problems to
solve in adapting it to optical switching devices for long wavelengths. To obtain the high extinction
ratio, the cell gap is required to be two times thicker than that for visible light. This thicker gap re-
duces the FLC memory effect. The ordinary bipolar driving method is not adequate for optical switch-
ing because of short break of optical signal by reset pulse.

To overcome these problems, we developed a new driving method for FLC optical switch. An
active-matrix driving method with the voltage waveforms shown in Fig. 6 was used. The unipolar data
driving pulse can prevent a short signal-break. The low voltage part of the pulse can sustain the cell
data without losing reliability and the high voltage part of one pulse results in high speed switching
and high extinction ratio. In Fig.7, high extinction ratio (>30 dB) and low insertion-loss(<l dB) were
obtained at 1.3 pam wavelength. High speed switching operation(<100 Is) was confirmed. This value
is two orders faster than that of twisted-nematic liquid-crystal.
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4. Cmndodo
We proposed a new configuration microlens system for high optical coupling and experimentally

dmnonasrated low propagation loss. An FLC driving method for optical switch in optical communica-
tion networks was newly proposed. High speed operation and high extinction ratio were obtained
using this new method. These optical switching modules are applicable to large scale free-space opti-
cal switching networks.
(I)S.shig •eLaL;PS92.2A6.Mifh.1992. (3)M.Yamaguchi tai.NTT REVIEWp62Z1993.
(2)MYamaucbi eLaL'PS'92.1ASMinsk992. (4)LKoyabu eLaL.;OPO0C93 Tech. Dig.TuB2.1993.
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Micro-optical beam deflectors with a high transmittance of 95%, a large deflection
angle of 15" , and with a structure of liquid crystals sandwiched by microprism plates are
used in fihe-space optical interconnections and optical switches.
LatroduLL ti&

Various kinds of optical beam deflecting devices such as holographic diffraction
cells1-3 have been developed for dynamic free space optical interconnections. However they
have the drawbacks of low efficiency, low beam steering angle, undesired high order
diffraction peaks and the limited wavelength range. The liquid crystal (LC) microprism array,
which is an LC cell sandwiched between substrates that have notches, was originally
developed by Sato et a14 . We have improved these for microbeam optical interconnections, and
achieved high transmittance of 95% and high deflection angle of 15 degrees. We have also
developed optical interconnections and free-space optical switches that use these
interconnection..
Device structure and nrinciple of beam deflection

The structure of the LC microprism array is shown in Fig. 1. It is a homogeneously
aligned nematic LC cell. Micro prisms with a pitch of 250 Am are fabricated on one
transparent plate, which is then covered with a transparent indium tin oxide (ITO) electrode.
The input optical beam is refracted at the prism plane according to Snell's law. When voltage is
applied, the LC molecules are realigned and the refractive index varies from ne to no. Thus the
deflection angle changes with applied voltage. Larger deflection angle can be obtained by using
an LC with larger refractive anisotropy. The dependence of beam deflection angle on applied
voltage is shown in Fig. 2. For the apex angle ý of 40" the deflection angle was 15 * The
transmittance was 95%, independent of the applied voltage.
Reconfigurable ontical interconnections

We used the LC microprism array beam deflectors in optical interconnections between
2-D optical switches as shown in Fig. 3(a). We used 2-D fiber arrays (8x8) with a pitch of 250

pm for the input and a CCD camera for the output. The results for crossing optical beams are
shown Fig. 3(b).
Free-smace optical switch

Two crossed LC microprism arrays, between which a W2 plate is inserted, can also be
used as a free-space optical switch as shown in Fig. 4(a). lx9 switching is demonstrated in
Fig. 4(b). The optical beam can be deflected to any point within an area of 5 mm x 3.8 mm on
a plane 30 mm from the LC microprism deflectors.
Summaryx

Micro optical beam deflectors (LC microprism arrays) were developed for
reconfigurable free-space optical interconnection and electrical alignment of optical beams.
These devices can deflect closely spaced optical beams individually to any position with high
transmittance of 95%, high deflection angle of 15" and low voltage of 3V. Reconfigurable
optical interconnections and various optical networks can be achieved simply by changing the
voltage applied to each miroprism array. Furthermore the LC microprisms were also shown to
be useful for large-scale free-space optical switches.
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This paper describes our recent liquid crystal on silicon spatial light modulators. We will
present the most recent results from our 256 by 256 binary reflection mode SLM and our
128 by 128 analog SLM.

Introduction

Liquid crystal on silicon spatial light modulators are made by placing a thin layer of liquid
crystal directly on top of a silicon chip. For a recent review of this technology see, for
example, reference [1). We have constructed a 256 by 256 binary SLM for application in
an optical correlator which uses a ferroelectric liquid crystal as the light modulating layer.
We are also in the process of constructing an analog SLM.

The 256 by 256 binary SLM

The SLM is based on a 7mm by 7mm CMOS die fabricated by US2 under a 1.2 micron
design rule. The active array area is a square approximately 5.53mm on a side. Each
pixel in the array is addressed by a row select wire and a column data wire. The row
wire activates the pixel transistor gate and the column wire presents a binary data signal
to the pixel. On activation of the gate wire the data on the column wire is written to
the pixel, where it is capacitively stored. The resulting electric field between the pixel
mirror and a transparent electrode on a piece of cover glass drives the liquid crystal into
the desired state.

Data are transferred to the SLM over 32 parallel lines under the control of a master
clock and a frame sync signal. We have demonstrated the addressing of the SLM with a
master clock frequency of 48MHz which gives an image refresh rate of 23.5kHz. This is
data rate of 1.6Gb/s from the driver board to the SLM. To achieve these data rates the
SLM backplane utilsed on-chip clock and control signal generation and data pipelining.

The most important design criteria for the correlator application were the optical
efficiency and the frame rate. In a correlator which uses identical SLMs in the input and
Fourier planes, the amount of power in the output is proportional to the fourth power of

1Currently a visiting scholar from Heriot-Watt University, Edinburgh, Scotland
• ' 'o
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the flat fill-factor. The use of minimum geometry polysilicon wires for the pixel gates helps
maintain the fill-factor, but requires us to take account of the relatively slow propagation
of gate signals across the array. The control circuits within the chip are designed to start
activating the gate line for a row simultaneously with the data input for that row. This
data is then maintained on the column data wires while simultaneously the gate line is
taken low, the new data is loaded into the shift register and the next gate line is driven
high. This scheme allows us to present the frame of data as a continuous stream without
interruptions to wait for the gate linec to switch.

Results

The fabricated chips have been packaged and bonded. Electrical testing shows that the
shift registers and clock generation circuits function as designed. A cover-glass was fixed
over the pixel array, spaced with polyimide balls, and the gap filled with BDH SCE13
liquid crystal by capilliary action under vacuum. The liquid crystal was aligned by means
of a rubbed PVA layer on the cover glass. Measurements of the optical properties of the
SLM show that the optical switching speed of the liquid crystal is 50ps (10% to 90% and
90% to 10%) and the zero-order contrast ratio is 70:1. The imaged contrast ratio was
measured to be 10:1. The device specifications are summarized in the table below.

Two of these SLMs have been used in an optical correlator as input and Fourier plane
devices operating in a binary phase mode. The system was operated at 1000 correlations
per second, i.e. a positive input and filter pattern were written for 500ps, followed by
their inverses for 500ps. The camera shutter was set at Ims to capture the output from
both true and inverse frames. On and off-axis inputs consisting of small targets that used
0.6were used. With the laser producing approximately 5mW the correlation peaks in the
output were able to saturate the camera and yield a signal to noise (pk/rms) of greater
than 10dB for most of the images.

Array size 256 by 256
Pixel Pitch 21.6,um
Fill-factor 79%
Flat fill-factor 60%
Diffraction efficiency 15%
Throughput into zero order 3.4%
Demonstrated frame load time 43/is
Simulated frame load time 27ps
Contrast ratio 70:1 (10:1 imaged)
LC switching time 50Ws

The 128 by 128 analog SLM

We are in the process of constructing an analog SLM with a 40pm pixel pitch. Results
from this device will be presented at the meeting.

References
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Abstract
We discusms r~en advance In the design and fabrication of electronically addressed
finmls chuic liquid crysatl ame silicon satial lih modulators. We aummautas the prospects
for fixhe adv-ances- -P In fte nea ffture

BACKGROUND
The -Sp"a Light Modulator ("IM is a Mey compionent in many optical computi syatms. The SILM
technology of Ferroeleclric Liquid Crystal over Very Largs Scale Integrated (FLCNVLSI) silicon has
matur~ed considerably over toe past few yearn. Electronically Addressed SILLs (EASLM's) of medium
resolution (1292 pixels or more) have been reported by several Whos (1]; systems contaiiing multiple
devices have been reported [21. We are now designing custom devices with system-specific-ao,0ra- mfr
INTRODUCTION
FLCNVLSI SL~s are ptrouced by seridwichirig athin layer of PLC between a custom designedsiliconbacklan and a cover glass coated on the inside with a transparent conductive electroe. Most
EASIM bedqNlan designs are based on a pixel circuit consistn of one active element -alwMetal-
Oxids-Serniconductor Field Effect Transisto (MOSFET) which acti as a switch to control the amount
of chage stored on a capacitive storage element - a small metal iniror on the surface of the silicon.
The voltage thus generated produces en electri field which aers the state of a thi overlying layer of
FIG to produce a binary pthase or amplitude modulationt in an incident wavefront.Tis scheme
proWvidesI the smallest possible pixel and thus the highest density of pixels; it is analogous to the
puel electronic Dynamiic Random Acces Memnory (DRAM) call. This type of pixel suffens from l~igt
indluced charge esdcap which is manifest as a reduction in contrast ratio with kxcidet light intensity
thus limitwig the maximluum light level at which it can be operated. There is also a lImit to the
spontaneousJ polarization, P&. of tie FIG material which can be used - the -ie capacitor must store
enough dhage t0 switch it. The dirive to reduce the pixel uize is compronised by lie need to maintal
an opticaly-flat metal area to act as the reflective aperture (or mirror). Underlying circuit elements
such as transilors or interconnect came undulations in the overlying part of the mfwro thes can
caurse non wlilonm optical cortiast acros a furor, losses dlue to scallering aid, in coherent systems,
phase variations. A flat U factor (flatmirrnor are / pixel are) of aroundi 25% has become a de fact

CURRENT DESIGNS
We have previously repaforte a 176 x 176 DRAM-t:ype pixel arraty (2 .The framie rate was limited by
the RC tmsconetm of the relatively high resistanc polylirco -row acces Dries. A 512 x 512 pixel
array based upon the original 176 x 176 device has been designed. The primary miodification has
bee n theus of aluminium to replace the polysilioo row samcs lines within the pixel array. The
fiised design has been frIcae by Muot&i Mkuo System and is undergoing electrical testing.

An alternatlive to the single transistor pixel desep above is based around an enhancement of the six
trasitor Stafti RAM (SRAM) cml The enhancement involveshinsring a simple logic gate between
the memory and themirror. Thisdaallw someof the ednessi requiements oflie FLIG obe met
more easiy. The SRAM design overcomes all of the above diavnaes of the DRAM pixel at the

epneof increased transilaor courit lesi&g to increased pixel are &Wd decreased chip yield. in
patclrit nisin tuis stats indefinitely, allows the use of thes fast-switching. high Ps, PLC materials

adshows no variation of contrast ratio with incident light intensity over a wide range of input
intensity.' We have deonstanted a fully worldri 256 x 256 pixel array built in I .2um CMOS
!eMCI-ology. We have alsoc demonstrate the principle of grey scale on thi binary device by mean of

temporA pt ,rn Plm g of sequential frames
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SILICON FADRICATION ISSUES
We have usoucc.U applied a post-por cesaing badiqAsn. plerawissdon tecuftisu to the 176 x 176
DRAM device whic ha all owed a flst 116,or to be placed on top of the0 exietin Circuitry. The
termhfi*qu 11involves fte dempoeallo of a thick dllclricf layer which is subsequently palmhe fat2; thie
dm the depoeson oa farter m tallyrwhich insa flatnwnurcovenog meiotthe entue pixel.
The pluwlaiin tedutiqueir A eele in delmielsewhiere [43. LCoelloonstruction hoe been carried
Ott mLastesily on pluwised beclqilens. The increasd lto U factor of the backlm increases the
We ttuuaghput of the finshed SIN end reduces the stray %M~ reaching the substrate.

SUMMARY AND FORWARD LOOK
Table 1 surnineresm the current situaion High resoluion devices, based on both DRAM end SRAM
pixels., have been demnonstrated. The pixel designs lend themnselves; to use in different applications
ereas. The planarisation process, which uignificanily enhances devic peorkmance, has beew
demonstrated on one design. It is. in principsleeually applicable to al of the devices of Tabl 1.
(Clearly, to be opticaly usefuli, the 512 DRAM device requires to be plenuised.)

Given the current (nmimmum feature size aid maxmumn die siue) limitations of using comnunecia
silicon vendors it should be possible to pursue the DRAM techniology to 102~4 x 1024 and the SRAM
to 512 x 512 with frame rates comnparable to, or bette than, those of Table 1. Beyond that there is a
Incely need for aces to speciallsed mnemory fabrication processes.

Device 176 DRAM 512 DRAW 16 SRW 50 SRAM 256 SRAM

Date 1909 1994 1966 1968 1994
Silncorifocess %Q0 3 1.m *O 12mCLO
Pixel eah() 30 30 200 72 40
Nominal 235 145 IlOxilO 40 x40 19X 19

Lfp we(W (not square) (not square) ______ _____

lihrarusze (jam2) 26 x26 26 x26 IN x 196 NA

before/after 26/75 16/75 30/96 31 /NA 23/81
1000 1 NA 85

Approxacmh ectoic 250 10 A8
I'~ " n me (Mal I __ __

IFrame rate (Hzk) 11000 120 ____ 120_ 14000
1 , im ge gig electronic teeting at time of wring
2 MaTeol undesgoing; re-dsig fromn NNS to CLMO
3Splansiyelon otye ornleed
4 does not include dedcaiouxi fw r, oota or via hole
5 predicted from SPIC simulaions

messured umig slow emdsc liui crsal

T01le 1. Sumeemy of eiee Fldipme foir FLCNLU EASLs

1. KM. Johnson, D.J. Mc~jV^ 1. Underwood, "'8mMt spatial ligt modulators using; iquid aystals on
alloor, EEE Journal of Qianita Elsctranics, Vol 29,699-714,1993.
2.ý F Turmer. D.A. Jared, G.M. Sharp, and KM. Jolwon,-p ~toacorrelator using; very-large-scale-@g -ici ci/e ferelechio lq~aystal deddcaly aesdspatial 1ght modulators, Appi. Op
Vol 32,3094-3101,1093
3. 1. Underwood, D.G. yins, RN. Sifto, G. kaifad, NE. Fencey, A.0. Al Chalabl, NMJ Bkrcu, WA

Croedari, A.P. Sparks, S.G.LeUu, "A hi~h peformiaruce spatia 1W mo~dulaor Proc. S.P.I.E.,
Vol 152, 107-115, 1991
4. A. O'Hra JAR Humid 1. I. Underwood, D.G. Vass and RAJ Holwill, ¶hror quality end efficiency
iniprovemnents of reflective mode spatial light modulators by the use of dielectri coatinigs and
caduemlcimehruca polOW.g' Appl. Opt, Vol 32,5549-5556.1993.
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Application of Optical Multiple-Correlation to Recognition of Road Signs
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Abmract

Two kinds of optical pattern recognition methods based on multiple correlatns am

applied to actual scenes. The ability of those methods to locale multiple objects is

discussed. The results of computer simulations are also presented.

Optical system based on a optical correlator has the ability to perform fast pattern recognition

and such fat operation is just needed in machine vision system. To evaluate dte ability of optical system

for machine vision, we have attempted to apply optical multiple correlation methods to some actial

scenes.

Pattern recognition, we intend, is described in the three steps; locating all multiple objects in

the input, zooming one of the object images up to the appropriate size, and understanding the meaning

of zoomed object We focus here on achieving the flrst step, locating objects, by optical conrrlsors,

which step is important and basic for other steps.

Two procedures, monochromatic processing and color processing, were applied to some
actual scenes obtained arotwd the sMeet crossings. These test scenes have individually different im g

complexities in their backgrounds. One of them is shown in Fig.l (a). In these scenes, the objects are
road signs. To perform shift-invarian and size-invariant processing, we made the procedures based on

multiple correlation by using the well-knmwn crrelation filters such as a synthetic discriminant function
(SDF) filter) and a minimum average correlation eneiry (MACE) filter2 ) as described in the following.

They can be realized otically by using optical multiple-correlator.

.Processing
Both of SDF filtes and MACE filters have been applied to actual scenes. The filters are

desiped to discriminate 6 kinds of road sign by using 33 training patterns and to catch 14 different

sizes of bjec. Each of fllters catches oue kind of road sign with two different sizes. The

procedure is describe as fWO`1ow the input imag is firstly correlated with all filters by the multiple-
t de Correatio patterns ae binauized to pick ou th correlation peaks by a threshold device;

and finally they are Added. Bright "pt in the final image denote the locations of objects.
The result of computer simulation by applying MACE filter to the scene of Fig. 1 (a) shows

that all ftfe objec inside the smen can be picked up but many fae signals are produced by

L .
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backpmdimp much a taesm In odmer results, all objects could not perfectl defected in many case

and many false sinl 4F

2. Color processing
To imprvet the above procedure, we introduced a color processig, which achieves indivindua

spatial filtering an red (R), green (0). blue (B). and gray (W) componets of original polyobromatic
image. We choose the color components in the domain of chromaticity coordinates as a vector (2, -1, -1)
for Rt componmnt, (-1, 2, -1) for 0, (-1. -1, 2) for B, and (1.1.1) for W. It can be realized optically to

separate an input image to the color components.
In this processing, the filters desige for each color component of object are applied to the

corresponding color component of input image (component processing) in the same manner as in the

processing. Final result is obtained by executing AND operation on all results fromm

copnetprocesuings, that mean final signals denoting the object locations will appear only when all

component processing detec objects in the same locations of the inputs.
Figure 1 (b) shows the result of computer smul~ation by applyin~g this processing to the image

of Fig. I (a). The SDF filters are used and they are designed in the same condition as described in

monohomiuatic proo ceissing except for using the color components as the training images. Three objects

are perfectl located without false sigals in this case.

Other simulatin denotes the color processing yielded always pood results compared with the

case of monochromatic processing. But the color processing also produced false sigals when the

bakron of input image has heavy complexities and it is a large drawback to be overcome now.

(a) (b)

Fig. 1 Results of computer simulation to locate the road sigs: (a) shows original scene and (b) is the

result obtained by color processing, The brightness of (b) is reversed.

Rdw
1) D.Cmaaaas, -1Unfild synthetic discriminmnt function computational formula," Appi. Opt. 23,

1620(1984).
2) A~bluoiB.VX.V~jaa Knoar, and D.Cueasent, "Mininsim averag correlation energ

filteso" Appl. Opt. 26, 3633(1987).
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We propose a new algorithm to design multiple-object discriminant correlation filters.
This technique r '- s it possible to control the sidelobe levels of the filter with

considering the .nic range of recording medium.

The technique of using optical correlators for optical pattern recognition has been well
studied. To obtain high performance of recognition, it is necessary to use optimum

correlation filters suitable for an object of recognition. We studied an algorithm to design
correlation filters for pattern recognition in the presence of distortions or for multiple-object

pattern discrimination. As this type of correlation filters, the Synthetic Discriminant
Function1 (SDF) filters are well known. The main feature of SDF is that we can apecify the 4
correlation values for training patterns used to calculate the function. Some filters, which
can be regarded as modifications of SDF, are proposed to suppress sidelobes and produce
hamp correlation peaks.

However, the output correlation values for the sidelobe-suppress filters are very
sensitive to distortion of input patter•. The request for sharpness of correlation peaks and
the distortion invariance may conflict. Therefore we should be paid attention to the

equilibrium of them.
In addition, the filters have wide range and gentle gradation, in general. So, it is

difficult to record the filter function correctly on a medium. The incorrect recording may

detract from the correc disciminat.
To solve these problems, we have tried to calculate the correlation filter functions

parametically by using the optimization algorithm. We set up a cost function, which is a
weighted summation of some feture values calculated from the filter function. As the
feature values, we use the correlation energy, squared error between correlation value and
specified one at the oridgn, and variance of filter function values. We regard these values as
the adelobe level, th accuracy of specification of correlation values, and the tlerance for
distortioA of input pattern, respectively. By adjusting the weight coefficients, it can be
possible to control the c of filter. The dynamic range of recording medium is
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usied as h constraint in m By using an optimization algorithm, the filter

functiont which gives the minimum value of the cost function can be obtained.
As the optimization algorithm, we have introduced the Simulated Annealing (SA)

algorithm. We studied the case of recording multiple-object discriminant correlation filters
as Lohmamn type Computer Generat Holograms (CGI-) with discrete values of amplitude
and pha components.

A computer simulation was performed to estimate the performance of the filter. We

compared the filter to some other filters, such as SDF, the Minimum Average Correlation

EneSy2 (MACE) filters, and their phae-only versions3. Figure 1 shows the example of

simulation results. Figure 1 (a) is the cross-correlation pattern of the filter calculated by SA

with a priority of suppressing sidelobes. The amplitude and phase components of filters are
represented with 5 and 4 levels, respectively. It shows that the sharpness of the peak is

excellent. Figure I (b) is of the MACE filter which components are quantized to the same

levels. Computer simulation results shows that the algorithm makes it possible to obtain

multiple-object discriminant correlation filters, which gives expected correlation response,

on a discrete type recording medium. In addition, the correlation responses of the filters can

be cmntolied parametrically.

(a) (b)

Figure 1. Typical correlation plane for (a) a filter by SA (b) a quantized MACE filter.

I. D. Casuent, "Unified synthetic discriminant function computational formulation,"

Appl Opt, 23, 1620-1627 (1984).
2. A. Mahahaobis B. V. K. Vijaya Kumar and D. Casasent, "Minimum average

corelation ergy filters," Appl. Opt., 26, 3633-3640 (1987).
3. J. L Hom and P. D. Gianino, "Applying the phase-only filter concept to the synthetic

discriminant function correlation filter," Appl. Opt., 24, 851-855 (1985).
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Opoetru--- -- et of a phase-retrieval Vander-Lugt correblar.
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Universltat do Barcelona, Laborator d'Optica, Dep. do FMsica Aplicada i Electrbnica,

Diagonal 647, E-08028 Barcelona, Spain. Tel. +34-3-4021202.

An imp2-netation of a Vander-Lugt correlator, which operates with a single spatial light
modulator is proposed. Optical phase-retrieval manipulation, based on the simmetrization of the
information, is required. Some experimental results are also presented.

In recent years, some authors have proposed the same compact correlation
architectur 4 for different purposes. These setups are based on the use of a spatial light
modulator (SLM) to introduce and display information; a Fourier lens system, a video-camera
(CCD) to register light distributions and a computer that controls the whole system (see Figure
1). If the setup performs as a joint transform correlator, both the scene and the reference are
displayed on the SLM and the CCD in the Fourier plane registers the joint interferences
between them. This power spectrum is processed by a computer and displayed again on the
same SLM. A second optical Fourier transform is obtained and the correlation is recorded by
the CCD.

Kotzer et al. proposed in 1991 the use of the
.L . . FL COD same architecture to implement Vander-Lugt

correlators. The scene is shown on the
modulator and its power spectrum is

------------------ 0recorded by the CCD. To recover the phase,
they obtained the joint interferences between

PC the object and a plane wave. By processing
these light distributions the phase can be
retrieved. In a second step, the reference is
handled in the same way. As a consequence,
the correlation between the scene and the

Figure 1: Single SLM architecture. target is obtained.
In this communication we present an

alternative to Kotwr's idea that simplifies the experimental procedure without lack of
recognition capability. The idea of retrieving the phase lost in the recording process is based
on the symmetrization of the images used (see Figures 2a and 2b). The images should be
placed as close as possible, without superposition, in order to take advantage of the spatial
bandwidth of the modulator. Let s(x,y) be the scene, and let I S(u,v) I exp(iý(u,v)) be its
Fourier transform; a is the separation between the original image and its symetric and f is the
focal of the lens. In the conditions of Figure 2a, we obtain in the Fourier plane the following
distribution:

S,(u,v) [S(u,v) I exp(i4<(u,v))exp(-i2%au/X0 + I S(u,v) I exp(-ii(u,v) 12 (la)
We present two alternatives for performing pattern recognition. The first method consists in
registei the power spectrum iS(u,v) 1 and then computing digitally the subtraction S(u,v)-
21S(u,v)1 2. Finally, the result is binarized, which is equivalent in a first approximation to
S,(u,v)-cs(*W2=au/r). The reference r(x,y) can be processed in a similar way and in the
Fourier plane, the light distribution can be written as

R,(u,v) = I I R(u,v) Iexpq0(uv)) + I R(u,v) I exp(-i(u,v)exp(-i2au/)) 12 (lb)
where [R(u,v)[exp(iO(u,v)) is the Fourier transform of r(x,y). Recording [R(u,v)12 ,
computing Rp(u,v) - 2 IR(u,v) 12 and binarizing we obtain Rl(u,v) =cos(20 +2xau/Xf. Finally,
the product Sb(u,v)Rb(u,v) is obtained,

90
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Sb(u,v)R,(u,v)-2co2(4+0) + 2cos2(.O+2xau/M) (2)
If -0, the second coinus will perform two Delta-distributions in the correlation plane at
points x-2a and x--2a.

A further simplificaon (method #2) can be obtained by binarizing the intensities (la)
and (Ib) considering as threshold the median values of SF(u,v) and R,(u,v) and then computing
the product of these binary distributions.

Figures 2a and 2b show the scene and the reference used as a test. Figures 3 and 4
show the optical detection of the reference using the architecture described in Figure 1. Figure
3 has been obtained following the first method and the correlation of Figure 4 correspands to
binarize equations (la) and (1b) using the median value of these distributions.

As a conclusion, the use of single SLM architectures allow the simultaneous
implementation of Vander-Lugt and joint transform correlators with similar recognitioncapabilities.

Figure 2a: Scon. s(x-ay) + s(-x,-y). Figure 2b: Reference r(xy) + r(-x+a,-y).

Figure 3: Opic correlatioa (metod #1). Figure 4: Optical correlation (method 2).

This pipw hba been suppofted in paut by the Spanish CICYT (Comisidia inituinistera de Cieacia y Tecaolog(a)
pqject No. ROB91-0554.
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(1992).
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ABSTRACT

A joint transform correlator is described whose input is provided by two acousto-optic devices.
It is shown that the system is capable of detecting and direction finding signals which are more
than 10 dB below the noise level.

SUMMARY

A schematic diagram of the system ;s shown in Figure 1. It is a standard joint transform
correlator [11 in which the inputs are provided by two acousto-optic (AG) cells and the square
law detector is a spatial light modulator such as a liquid crystal light valve (LCLV). The lenses
and spatial filter required to extract the first order light from the AO cells have been omitted
for clarity.

LI
POLARIZING DETECTOR

AOCI LCLV SEAMSPLITTER L2 ARRAY

Figure 1. The acousto-optic joint transform correlator - schematic.

* * A
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Taking the frst ardr diffacted light from the AO cells as the input to the system the input
fiuction is of the form

o(xt) = f(x-a-Vt) + g(x +a -Vt) (1)
whom f(t) and g(t) ae the signals applied to the AO cells, V is the acoustic velocity in the cells
and the ueperaon of the cells is 2a. It is straightforward to show that if the Fourier transforms
of f(x) and g(x) are written as IF(ujexptjp(u)) and IG(u)exp(jO(u)) respectively then the
response of the square law detector at a given instant in time will be

10(uA2 = IF(u) 2 4IG(u)I2 "F(u)A'IG(u)cos(2ua +V,(u) -(u)) (2)
Since the two signal are propagating at the same acoustic velocity the extra phase term due to
the terms Vt in equation (1). will cancel out. The final trmm in equation (2) represents a set of
sinusoidal fringes of spatial frequency 2a, amplitude modulated by the amplitude of the cross
spectral density (CSD) of f(x) and g(x) and phase modulated by the phase of the CSD. Taking
the Fourier transform of this fringe pattern optically from the read side of the spatial light
modulator output enables us to obtain the cross correlation function of f(t) and g(t). The
pe rformance of the system has been modelled on the assumption that the inputs to the AO cells
are from two independent receivers, a distance D apart, that receive the same signal but the
noise in the two receivers is uncorrelated. Figure 2 shows a sample cross correlation output
from the model. The time window of the AO cell was 50 iss, and the signal tested was a chirp
of length 100 ^s, with a centre frequency of 10 MHz and a bandwidth of 10 MHz. The noise
bandwidth was 20 MHz and the signal to noise ratio was -12.5 dB. The cross correlation
function was computed after integrating the cross spectral density on the spatial light modulator
for 100 its. The position of the correlation peak gives a measure of the time difference of
arrival of the signal at the two receivers so that direction finding is possible as well as
detection. The performance of the system is examined in detail and results are presented from a
practical system.

4LI

-5 0 time gs 5

Figure 2. Sample cross correlation output from the model

Reference.
1. C.S. Weaver and J.W. Goodman. *A Technique for Optically Convolving Two Functions"

Appl. Opt. 5, 1248 (1966).
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A zeroth order non-hetereodyning space integrating acousto-optic correlator
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Abstract

Both a t1hmetical analysis and practical results are presented for a non-heterodyning acousto-optic
correlator that uses the zeroth diffraction order to produce a true correlation function containing both
amplitude and phase information.

Summary

The structure of the zeroth order non heterodyning space integrating acousto-optic correlator is as
shown in figure 1.

Utom pbrwds -

v,(t) 12(t)

Figure 1. Physical struchtre ofzeroth order space integrating acousto-optic correlator

The basic architecture is similar to many correlators previously described in the literature [1,2], but
there are two important differences. The spatial filtes select all or part of the zeroth diffraction order.
Most correlators use the first order and some papers assume that the zeroth order contains no
information. In reality, the zeroth order contains as much information as all the other orders put
together, but it can be difficult to acces due to large optical power incident on a photodetector causing
saturation or excessive shot noise. However, it can be shown that the zeroth diffraction order has sub
orders that can be used very effectively [3). The second umportant difference lies in the way the signals
anr introduced into the acousto-optic cells. A commnon technique is to insert the signals as double
sideband suppressed carrier modulation of a carrier at the centre frequency of the acousto-optic cell.
The modulation used here is double sideband k= carrier; th difference is crucial.

The operation of this cofrelator is as follows. One of the two signals to be correlated is inserted into
the first acousto-optic cell as double sideband l carrier modulation of a carrier (For the TeO2 cells
used in the correlato built by the authors the carrier fiequency is 45 MHz). At the optical output of the
first acousto-optic cell the optical wavefront is phase modulated by the acoustic wave in the
acousto-optie cell. The Fourier transform of this wave function is formed at the first spatial filter which
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passes all of the zerA diffraction order from the first cell onto the second acousto-optic cell. The
combination of the spatial reversal of the first signal through the imaging process and time reversal of
the second signal before injection into the second acousto-optic cell leads to the counter propagation of
the signals required for correlation. The final lens forms the Fourier transform of the output foma the
second acousto-optic cell at the final spatial filter which selects out the first sub order of the zeroth

diffraction order. It can be shown [41 that the photodetector, acting as a spatially integrating square law
detector, then forms a true correlation function, containing both amplitude and phase information, which

can be fed through a simple highpass filter directly to (e.g.) an oscilloscope.

The autocorrelation function for a linear chirp pulse, sweeping from 4.25 MHz to 5.75 MHz in 15 ps
(BT =22.5) using the correlator shown in figure 1, is shown in figure 2.

II I I I I I / '

a 3 6 '7 $

Figure 2. Autocorrelation of a linear chirp pulse
produced by the correlator shown in figure 1.
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Abstract 4
We show that edge enhancement is inherent to the photorefractive recording. Its effect in

Joint Transform Optical Correlators is demonstrated and a computational model, valid for

most Input Images. Is given.

The Improving availability of liquid crystal Spatial Light Modulators, and sensitive
photorefractive materials makes possible the Implementation of effective optical correlators

using low energy laser sources. The Joint Transform Correlator (JTC) is well adapted to
applications where the size of the correlator Is an issue 111. The purpose of this paper is to
demonstrate some specific properties Introduced by the response of the photorefractive
crystal used in the Fourier plane, and to present a model that predicts their response In

those particular experimental conditions.

The geometry of our experimental set-up is directly derived from that described by
Rajbenbach & al121. The object to be recognized and the scene where it is expected are

introduced In the input plane using a TFT nematic liquid crystal spatial light modulator

Illuminated by the collimated beam of a diode pumped doubled YAG laser. Their Fourier
transforms o and s are formed by the same lens. The resulting distribution of Intensity is

recorded as a modulation of refractive Index by a BSO crystal. It is observed using the 670
nm beam of a laser diode incident from the back at an angle adjusted to fulfill the Bragg

condition. At that wavelength, the sensitivity of the BSO crystal is considered as negligible

compared to that at the writing wavelength (532 nm), so that reading and- -Iting may take

place simultaneously. The Fourier transform of the amplitude distribution diffracted by the
photorefractive grating is observed in real time in the correlation plane Pc, using a CCD

camera.
Conventional models describe the build-up of the photorefractive effect under Illumination
by a one dim, umional sinusoidal interference pattern of average illumination 10. modulation
depth m and wave vector k- Assuming a uniform Io and a weak m. a space charge field is

predicted whose steady state value Ese does not depend on I0 and is proportional to m.

Through linear electrooptic effect, an index grating is formed with a modulation proportional
to Esc. For objects much smaller that their separation, the model still applies to the joint

transform correlator. At steady state, the induced index modulation and the diffracted

W.
-w 9 9
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amplitude are found to be proportional not to o(r' )s * (r') as expected from a linear

holographic recording but to m(r)= o(r)s*(r')/(J, +Io(r') +I(r')r)where the term Id

describes the effect of the crystal's dark conductivity and stray light. This non linearity Is

typical of the Joint Traform Correlator. In a Vander Lugt correlator one of the terms

would describes the reference plane wave. The value of its fluence would be chosen either

to restore the linearity of the correlator or to cause edge enhuacement[l3. This non linearity

is illustrated by the correlation of two identical slits. The shape of the object only affects the

local intensity /0 that only determines the speed of the effect, while m equals unity all over

the crystal. A quasi-uniform diffraction efficiency Is then expected, that generates a sharp

correlation peak located at the maximum of the correlation function and periodical side

peaks caused by the zeros of the slnc2 function. This non linear response causes

amplification of the spatial frequencies of weak amplitude in the objects. In most cases, this

gives rise to edge enhancement. However it is moderated by noise and the reading beam.

Experimental evidences will be presented.

The model for the photorefractive effect faim. when the spatial distribution of illumlnaton

varies rapidly on the crystal or Is two-dimensional. It also fails to describe the case where

the modulation of one grating locallyAutocorrelation of a disk
becomes close to unity. A 'whole beam

method" has been recently proposed 141.

We show that it provides a simple

analytical steady-state solution of the

Photorefractive equations in the experimental conditions

O correlator of the Joint Fourier Transform correlator.

It fully describes the edge enhancement

Linear in the correlator, including the effect of
correlator the reading beam which affects theLLi width of the correlation peaks. It

provides an accurate simulation of the

correlator that will be illustrated.

These results are nart of a contribution to the NAOPIA II Project. funded by the Commission

of the European Community under the ESPRIT Programm for Research and Development.
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Optical matrix multiplication and its application in pattern recognition
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Abstract

A 4f-type optical system for matrix multiplication is presented, and with the system the
hybrid optical image processor is constructed for recognizing Roman letters, Arabic letters
and some airplanes. The experiments are successful in the case of above input images
undergoing shift and rotation.

Summary

Ojpical matrix multiplication is a basic optical computing operation, which is widely
utilized in optical image processing and artificial neural network. In this paper, based on the
study of optical general transformation, a 4f-type optical system for matrix multiplication is
presented and with this system a hybrid optical image processor is designed and set up for
pattern recognition. The system, shown in Figure 1, is consisting of two Fourier lenses and a
holographic mask, by which the matrix inner-product multiplication proceeds in a nongearing
manner and many matrix multiplication can be achieved by connecting several such systems
in series. As an example, the inner products of 4x8 and 8x4 matrices are calculated, yielding
results that are in agreement with theoretical values.

A hybrid optical processor constructed by the matrix multiplicator is designed for
computing invariant moments of images in real time. Taking six capital Roman letters (C, F,
G, H, J, L) as the input image the processor is tested for recognizing them. The experimental
results show that a letter is of approximate values of invariant moment for its undergoing
translation and rotation, and the moments of different letter are distinct enough for one to
recognize them. Therefore an input letter can be recognized by extracting its invariant
moments with the processor even if the letter taking shift and rotation.

With the matrix multiplicator the hybrid character recognition system is also designed
and set up, which is composed of two parts, the image feature extractor and the inner-product
correlator. The feature extractor draws 32 bits' information forming a vector from an input
image and the correlatcr carries out inner-product of the vector with storage memory matrix.
Ten Arabic figures from 0 to 9 and eight various airplanes as the input images are tested by
the system. The experimental results show that, for printing Arabic figures and the eight
airplanes, that are permitted to rotate an angle of 150, the recognized ration reaches 100%, and
for hand-writing Arabic figures about 70% of their recognition may be reached.

S.... ... ... . ... . • • , um ml~m . 4
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L HL Dc

Figure 1 The schematic of non-gearing inner-product matrix multiplicator
L-Iens, H-holographic mask, D-CCD, C-microcomputer
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Precision optical correlator for the analysis of large format
Images with the computer processing of the results.

Korolkov A.V., Mosyakin Y.S., Pronkin G.I.
Science researce institute "KVANT"

125438 Moscow, Russia

We described the experimental results about construction
and application the precision optical correlator for analysis
of large format images with the computer processing of output
fields for fast and precess determInatlon of correlation ma-
xima coordinates.

For the structural analysis of highly Informative images.
for example, astro- and aerial photography, we effectively
use optical correlators /i/. For the solution of the task in
precess determination of coordinates of correlation maxima
for the analysis of large format images (180*180 mm) we have
developed precision coherent optical correlator according to
the scheme of Wander Lugt on the basis of optical Fourier
processor with aperture 500 mm and resolution to 100 lin/mm,
holographic registrator type HRS 1001 with the working area
40*40 mm and resolution to 1500 lln/mm, scanning photorecel-
ving units Elkonlx 1000 (Kodak Co.) with the resolution of

elements 4096*4096, conjugated with the computer IBM PC AT.
The output image of the correlation function, formed by

the Fourier processor, Is read by the scanning unit, digiti-

zed with the gradation number 256 and put into the computer
for the digital processing. Realized so. algorithms permit to
automatically determine the location of correlation peaks.
increasing given by the operator threshold, independently of
their dimensions and form and with regard for unevennes of
the background, on which images are optically formed. Algo-
rithms are optimized according to fast activity and permit to
analyse one correlation field with information capacity
4096*4096*8 bit for the time during five minutes and writing
results into the file and the possibility of depicting the
map of location of detected correlation maxima and fragments
of read image in pseudocolours on the monitor of the compu-
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ter.
In the report we describe the peculiarities of mounting,

methods of conducting Investigations, and also we give expe-
rimentally received estimates of maximum possibilities for
the analysis of large format highly informative impges. The
usage of the described automated correlator permits to signi-
ficantly shorten the time of analysis of Images and ensure
high preclsslon and reliability of received results.

We shall presents also the results about using of 2-D
thin field optical bistable devices for the analysis of cohe-
rent images, which forms by optical correlator with very high
speed. The unit, which make this analysis, consists of one
2-D optical bistable device, two multlelement linear photo-
sensors and one cubic beamspletter /2/. This unit provided a
good signal/noise relation. The 2-D optical bistable devices
had 30 mm diameter and made in the Devislon of Optical Prob-
lem of Informatics (Academy of Sciences of Belarus).

REFERENCES:
l."Applications of Optical Fourier Transforms"- Edited by

H. Stark: Academic Press (1982).
2. Korolkov A.V.. Fast correlator on the basis of optical

bistable elements. Technical Digest ICO Topical Meeting on.
Optical Computing'92. paper 29E36 (i992).
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Optical Coordinate Transformations; A New Architecture

Ronglong Tian, Masahide Itoh, and Toyohiko Yatagai
Institute of Applied Physics, University of Tsukuba

Tsukuba, Ibaraki 305, Japan
Tel: +81-298-53-5334
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AomL-
A new archbtecture for optical coordimie: transformations with two phase filters employed ib
proposed, which is dwatehd by the Wipe distrbotion fuanction. A preise theory med
experimental results Mr pIesnted

Many attempts for optical coordinate transfonnations mwehued on toe coherent optical Fourier
trnsformatioo.1-3 V* propose here Ma alternative qq"&och. in whic two phase-only filters weined mud the input pln
mad the output -ln wre conjugate each other, as shown in ftg. 1. 'No phase-only filters exp[ 0,(r)] mand eXp(4)2(r)1 are
positioned at a distance of z from the input plane mad at the Fourier trasform plane of a lens L,, respectively. The
Fourier transorm of the first filer is obtained in the secod filter -lan The final output is the Fourier transform Of the
transmitted light from the moeaid filter. In terms of paraxial approximation, the optical system is generally descd*e by
the following double W~iper distribution foumction,4

K ~ r ~ a * ,(a ), + r f F *+ 2 "AI' ( -j ) e x [- j a r - .' ) d xý d r .( 1

wher h(ngr.) denotes the point spread function of the system. Equation (1) gives a relationship between heights r mand

manles a in the input mad the output planes. In the particular cot of Fig. 1, the opticail system is represented by

8( r, -fa,, ) 8( a, + Lr )dr,,da,'5( r; - r,)§[ e; -ea- ld~) cro,&f k dr,

a(r* + fi,)5(a - ý1)r.-da'

Input eXVp(F()JI Li erp(oir)J I a Loutput

FRg. I Optica system for wardinte transorm.

Suppose the phase of the aecoad filler is written by &h following form;

ex(J~Jezr(-)S(-jL)drj, (3)

~hhave the do" Wipe distribution function written by;

9 99
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T* 5MNufy COMuIar hm the fODOWing audlode v amfos.mt
F. U (')(5)

7bs. wn have fina -h distrlmloias d filus. as bllows-

VIA Z~ f A (Y) dz..+f R,za..a) -: f A. (X,.Yi dyi) (6)

As an typical exmpl~e, we aierthe folowing ~codinate tmdramf ation;

1. Cx. " ) - in 1*x) (8)

g, (X,. 7) - tS'd (9))

The phase ditibatios of the fiens we given by

Op, y k -=-!!+q ( -L) y -1+C (10)

O'* I q(x 4 R j4 LX +2 -I1) +IXln"Il-~ 2L. +Nf 4z

3z (FI 'nf1 ti njir 1 2f
At hav mule the phase-only filter with the coinputer-gesezaWo hologrm technique. Figur 2 shows an

b"pu pailm eamplet (a) of the grathig whose pitches at exponentially cagd.V Beonase of the logarithmic coordinate

tramformation system, we have the Outpu (b) ofan equl-paced graling image

Fig. 2 Logarithmic in I -Pe kauasfcnuatioin. a ma e w oupumuage.

V& have pjvopsed a new uarchecoe of ite optical conodhnse trausformatia using a pair of phase-only filters

an olid tSe zaalytical solution aith do ea.u Optical exermnenis with anpr mmF e SPzaW filter vetrmfe the

analytia s018t102 Sx logarithmic Iaan nEie kansfomation. Featues of the wMehime we am 4osed in comparison

&ilBYS Fourier I~u methdw

1. 0. &uaBMl, J. Opt. Soc. An=c, 64, 1092-1099 (1974).

ZY. SaW eJ 4 Opt. Commun., 47, 8-11 (1963).

3. IL Bedell ea 4d Opt. Em, 22, 497-SW0(1983).

4. M~. J. Dudaum Ope. Comm..., 30, 321-326 (1979).
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Breaking Symmetry in the Binary Phase Only Matched Filter

T. D. Wilkinson and X. J. Mears
Cambridge University Engineering Dept,

Trumpington St, Cambridge CB2 1PZ
Tel + 44 223 332600

Abstract

A new means of breaking.symmetry in binary phase only matched flters is reported.
A randomly pixellated diffractive element is combined with a dynamic binary filter to
produce a pseudo four-level phase matched filter.

The Binary Phae Only Matched Filter (BPOMF) has been well researched to ensure such
features as invariance robustness. A much less publicised feature of the BPOMF is the
inherent rotational symmetry due to the binary phase levels of 0 and r. The symmetry means
that when an object appears either correctly or rotated by 1800 in the input, the corresponding
correlation peaks will be identical. In an application such as road sign recognition, this is an
undesirable property, as triangular signs have very different implications for each orientation,
hence an asymmetric BPOMF is desirable. Symmetry cam be broken by increasing the
number of phase levels, but this requires another binary Spatial Light Modulator (SLM)
for the filter[l]. We suggest a system which produces a pseudo four level phase system, not
total quaternary phase, but sufficiently 11exible to break the BPOMF symmetry.

The correlator is the classical 4f Vander Lugt BPOMF constructed using binary ferroelectric
liquid crystal SLMs as the modulation devices. Included with the second SLM (in binary
phase mode) is a pixellated diffractive element (random phase array) to create the four level
system. The random phase array has the same pixel pitch as the filter SLM and is aligned
pixel to pixelwith the SLM. Each pixel on the randn phase aray iaset to either 0 or r/2
and is fixed. Ideally, the phase array would be physically etched onto the glass surface of
the SLM, but for initial demonstration, we have constructed a photoresist pattern on a A/10
optical at to generate the r12 phase step.

The SLMs used are 128x128 pixel devices from THORN EMI CRL. The pixel pitch is 220pm,
so a chrome on glass ma.k was made containing the random phase army pattern. The
initial random phase array was made by spinning, exposing and developing Shipley S1400-31
photoresist onto a A/10 glass optical fiat, but this gave too large a step in the photoresist.
Shipley S1400-17 photoresist was then tried giving a step size of 320nm (247nm required for
v/2 at A = 633nm). However, if the wavelength of 780nm is used, then the phase step will
be 1.65rad which is close enough to r/2.
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V A

Fgure 1: Simulation of the pseudo four phase level system applied to a triangular road sip

Extensive simulation of the effects of the random phase array have been completed. Figure
(1) shows the dect of the random phase amrry (r/2 delay) for a trisnglar road sip. The
BPOMF was generated by a simulated annealing algorithm[2] which was adapted to include
the random phase array in the calculation. The suppression of the symmetric order was
16dB and there was no increase in signal to noise ratio (26.560). For the constructed random
phase array with a delay of 1.65rad, the symmetric suppression was reduced to 15.1dB but
the signal to noise ratio remained at 26.5dB.

We have presented a new means of suppressing the symmetric correlation peaks in the
BPOMF without requiring an extra SLM or penassing the signal to noise ratio of the corre-
lation peak. An experimental evaluation will be presented at the conference.
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Adaptive Space-Variant Coordinate Transformations, Their
Applications and Optical Implementation

Y. B. KARASWO
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Abstract

We introduce the notion of epecsvauiaM coordinate 0 riain, consider some of
their applications in computer eden..e and show how they can be implemented optically.

1 Definition of Space-Variant Coordinate Transformations

The optical imlmntto of coordinate transformnations has received muchi attention in optical literature
gmic thepbicto of 0. Bryagdahl's clasmial paper in 1974 [131.

However, both 0. Dryudah and all subsequent resarcers hawe been concerned with optical imple-
mentation of coordinate ___6 oma Won

suc that both f and # are etpremd nelmenary functions and these expreesions do not vary worn
the plane. we call such coordinate bagvniswýpece-Invarlant

For -wpl, the polarmapn

wi a spec-invariaiit coordinate tranfomation because all points on the plane are transformed due to the
Same law:

whereas the follwing coordinate tranfor atin{ um du sn; Y= an su, i z + '
9=0; vWlng,, if x> 4;

*MO. winO, otherwise
is opecs-vrsat because it cannot he repseskned in the form

where f andf gar elementary functions invariant across the plane.

A space-variant coordinate transformation

winO;, wnO, otherwise

is cdsld adoaptivIf dommaims A. - n" known in advance and mo determined in the course of the solution

Adaptiv Mpmuveuian coordinateh-- t rirtions plq an important role in the vaious problems
of compular isuse as a whle sand patten ,ecopgnlhoa, in particular. One of thesw applications is



NP11/50

2 An Application

Consider tOe problem of regiigall crossroads in a photograph of the land, muck that the angle
betwesen roads is emxacty r/2.

With the help of space-variant coordinate transformations, thin can be done as follows.

Stp . I be the image of a photograph and let J((a, p) be the coordinates of crossroads
whic an uasily recognised with the help of other techniques. Apply to this image the folloing space-

variant coordinate tasformatiom

u=O, V=0otherwims,

where r in a sufficiently small radius (slignilicantly lees than the mininnam distance between points
j((jN,p))F~ which can easily he computed optically in constant time using the algorithm described
in PMS))

As a result, we obtain a new image 12 which coincides with 11 only in the vicinity of those cross-roads;
which have angle r/2 because the above coordinate transformation rotates each cross-road by r/2 with
respect to the corresponding (a.j,yju) and, hence, only those cross-roads which have angle r/2 remain
invariant after the rotation.

Se2.Having now subtracted 12 from 11, we obtain a new image 13 = 1 \ 12, containing only those
cros-riigwhose angles awe not equal to v/2.

Stp3 Compute 14 = I1 \ 13. Obviously, image 14 contains the desired crossroads only.

3 Optical Implementation

Let His,,w(z, Y) be the transmittance distribution of a CGH for space-invariant coordinate transformation

Then space-variant coordinate trnsformatio

(9 0 =0, otherwise,

which in adaptive to points ((xi, a))', can amoky be implemented optically using CGH whose transmit-
tance distribution is described as follows:

N

H...,(z, 1) y H,,~z ) - A,(x, V)) * E

where

L , terwise.~

Thus, the OGH for an adaptive space-variant coordinate transformation can be obtained on a photo-
addressed SLM in comnstant time from the CGH for the corresponding space-invariant transformation
(which is assuned Wo he known) using an optical coavolver. Hence, the transformation itself can also be
performed optically in constant tame.
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Constant Time Optical Algorithm for Extracting Regions of
Maximum/Mimimum Intensity From a 2-dimensional Image.

Y. B. KARASIK

Computer Science Department, Tel Aviv University, Tel Aviv, Israel
e-mail: karasilk@math.tau.ac.il

Abstract

We present an optical algorithm for extracting regions of minimum/maximum intensity
from an image. Time-complexity of the algorithm is 0(1).

1 Introduction

Extracting regions of maximum/minimum intensity from an image, as well as thresholding an image at
a given level of intensity, are important operations in image processing [NP4.

Even though thresholding has received considerable attention from the optical engineering com-
munity [WT, SMLBTSSC], little work has been done on the optical implementation of the maxi-
mum/minimum operation. The only exception is [GCHHZY] which, however, deals with the computing
maximum/minimum entry of a 1-dimensional array of light beams rather than a 2-dimensional image.

The point is that extracting the above regions cannot be performed in a purely engineering manner
(as is the case for thresholding), but requires a somewhat algorithmic approach.

In this paper we present an optical algorithm which extracts regions of maximum/minimum intensity
from an image and does it in constant time.

2 The Zero-Crossing Approach and Its Drawbacks

It may appear that the simplest way to solve the above problem is to make use of spatial differentiation
of an image that can be readily implemented optically. Indeed,

8I(z, V) = 8I(z, Y) I
19z I" '' - = .

if I(z.p,y.) = maxI(z,y), where 1(z,y) is the intensity of an image at the point (z,p). Hence,
(8a.)

computing (cmx, y..x) can be performed optically by determining regions of zero intensity of the differ-
entiated image.

However, this approach does not allow one to distinguish between minimum intensity and maximum
intensity, or between local extremum and global extremum, not to mention its sensitivity to noise in the
input data.

To avoid these drawbacks, we propose an optical algorithm for computing minimum/maximum of the
bivariate function I(z, v) using 0-modulation (or frequency modulation).

..... ,. ,t .-. .w . . .. . .: . •. .:. • t .: , i .• : , ; :• • -•- .. ... ... ..- .. ... . .
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3 0-modulation approach to maxima operation

It is well known that 9-modulation of an image followed by a Fourier transform, maps a point (z, y)
of the image to the point (coo l(z, y),sin l(z, y)), where I(z, y) is intensity of the image at (z, y) [AL].
Henee, regions of minimum intensity are mapped to the point closest to the X-axis, whereas regions of
maximum intensity are mapped to the point furthest from the X-axis.

These points can be extracted optically in constant time as follows:

Step 1. Project points {(u, v)Iu = cos I(z, y), v = sin I(z, y)) obtained as a result of the 0-modulation
of the intensity distribution I(z, y) to the Y-axis. Obviously, this can be readily done with the help of
CGH which performs the coordinate transformation

As a result we obtain a set of points P {(O, sinI(z,y))}.

Step 2. Compute the vector sum P + Ray of the points P with the Ray emanating from the origin of
coordinates upward along the Y-axis (obviously, it can be done optically in constant time with the help
of an optical convolver.)

As a result, we obtain an image where the point (0, sin(min I(z, y))) has unit intensity whereas other

points have higher intensity. Hence this point can be extracted by thresholding as follows:

Step 3. Threshold the image obtained at Step 2 at the unit level of intensity and extract thereby the
point (0, sin(min I(z, y))).

(zXg)

Step 4. Demodulate the point (0, sin(min I(z, y))) and obtain thereby the region of minimum intensity

of the input image.

An algorithm for extracting the region of maximum intensity of an image is the same up to substituting
the vector sum P + Ray at Step 2 by the vector difference P - Ray.
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Abstract: We show the possibility of implementing the LIFE game by means of an optical correlator.
Since this cellular automaton is an universal computer there is no inherent limitation in the
information processing capabilities of correlators.

Optical correlators are probably the most popular and well-studied devices used in optical
pattern recognition. They are applied to a wide variety of problems including those requiring multiple
invariances. However, there is no guarantee that a particular problem can be solved by means of an
optical correlator, and therefore it is a legitimate question whether they can be considered as general
purpose classifier devices.

In this communication we show that it is possible to implement the game of LIFE by means
of correlation and a simple nonlinear postprocessing of the resulting correlation plane. This procedure
is very similar to that used in optical pattern recognition, although the nonlinear function is slightly
different (we need a rectangle function instead of the threshold function).

Cellular automata are usually described as a regular infinite array of cells that can take one
of several allowed states. The automata evolve in discrete time steps (generations) governed by
deterministic rules. The state of a given cell in the generation k+ I is a function of its previous state
(that at generation k) as well as of the states of its neighbors (also at generation k). The updating of
the cells is performed synchronously, that is all at a time. Some of these cellular machines exhibit a
behavior complex enough to support universal computation1. They are called class-IV automata and
LIFE is one of them2. The possibility of being implemented by correlation leads to the conclusion that
a correlator is as powerful, in its information processing capabilities, as the most powerful machines
known (or for those who accept the Church-Turing thesis as the most powerful machines that can
exist), namely universal computers.

The cells of LIFE can be in one of the two possible states, dead or alive. The transitions
between these two states are controlled by the states of its eight neighboring cells following these
basic rules:

- A cell that is alive at time k continues living at time k+ 1 if and only if it has 2 or 3 living
neighbors.

- A cell that is dead at time k becomes alive at time k+ I if it has exactly three living
neighbors.

From these rules it is evident that the state of any cell is determined by the total sum
(assuming one for live cells and zero for the dead ones) of the values of its neighbors, and not
depends on their individual values. This property is called totalistic and enables the optical
implementation. By correlating an input LIFE pattern with the 3x3 filter:

0. 5

and processing the output intensity distribution by the function f(x) =rect (x/lO - 1) we obtain the
next generation.

As an example of the computing capabilities of the automaton we show the construction of
an AND gate. The correlation was simulated by using the Fast Fourier Transform (FF1) algorithm
over an array of 128xl28 cells. The input pattern is that shown in Fig. 1 where the two inputs are
labelled by A and B. The signals are carried by patterns formed by five cells called gliders (labelled

S .. . .e' .. . . ... I I fiti rde t l I dA n'm M n
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with ones) which move one position diagonally each four generations. The presence or absence of a
glider represents the bit 1 or 0 respectively. The structure at the bottom left comer is a glider gun,
a periodic pattern that emits a glider after 30 generations. With the proper timing and alignment the
collision (indicated by C) of two gliders produces a vanishing reaction which annihilates both patterns,
as shown in Fig. 2. The logic operation is based on these collisions. When there is a glider in both
channels (A and B) the collision of one of them opens a hole in the stream produced by the glider
gun, which is profed by the second to pass through (Fig. 3). When there is only one glider it is
eliminated by the stream (Fig. 3) and therefore by detecting the presence or absence of gliders at the
position indicated in Fig. 4 at predetermined times we obtain the output of an AND gate. The rest
of the stream produced by the glider gun is eliminated by the eater ( the collision C shown in Fig.
4).

I

A AS 1

0 A" 
C -e

1 2%
A

(>I • _ ,'>Iu

Figure 1. Initial pattern. Figure 2. The first glider of channel A
opens a hole in the stream.

0 0

4 7 14

Figure 3. The first glider of channel B pass Figure 4. Final result
while the solitary second glider of channel B
is destroyed.

This work was supported in part by CICYT projects ROB91-0554 and TAP93-0667-C03-01.
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Abstdrct. The uso of Minimum Average Correlation Energy Filters for the recognition of defocusedc
images Is studied. We propose to adapt the filter simultaneously to the original and to the blurred
Images to Improve the recognition process. In this way the value of the correlation peak is stable for
a wide range of blurring in the Input image.

The Input Image In an optical correlator may be degraded by different sources of blurring. A
common degradation is defocus. The theoretical performances of several correlation filters have been
previously studied[l]. The filter was designed from the original Image (non defocused). As expected,
the autocorrelation peak decreases as the blurring Increases, and the discrimination capability
decreases similarly. In Ref. 1 the study was done with the Classical Matched Filter, Phase Only Filter,
and Inverse Filter. Recently a similar study was carried out for a joint transform architecture[2]. One
possibility to improve the performance of the correlation method is the use of Minimum Average
Correlation designs as the MACE and MINACE filters[31. With these designs it is possible to control the
correlation at the origin with different Input objects (called the training set). This allows to include the
blurred Images as pert of this training set and therefore to obtain defocusing Invariant filters. We show
that this is a useful technique to Improve the performance of a MACE or MINACE filter for a wide range
of defocused scenes with as few as one blurred image for each target pattern.

Figure 1 shows the original object to be detected and two blurred versions. We show also the
two other objects to be rejected. The butterflies are 54x64 pixels in sjze zero-padded to a total of
128x128 pixels. The point spread functions of the bltrring are approximated by circles of diameter
d-1(non defocused), 4.16, and 20.8 pixels respectively.

Figure 1

Figure 2, and 3 represent the values of the correlation peaks obtained with different filter
designs as a function of the defocus. Fig.2 corresponds to MACE filters and Fig.3 corresponds to
MINACE filters. In both figures, Ines A correspond to a filter designed to give a central correlation value
I with the non-defocusad target and 0 with the two non-targets. Al is the autocorrelation ine and A2,
and A3 to the crosscorrelations peaks. Although the discrimination capability is good, we see that the
correlation value decreases rapidly as the defocus increases, being the MACE less resistant than
MINACE. .

This lack of resistance to defocusing in the MACE design when no blurred images are Included
In the training set is due to the high values of the filter components corresponding to frequencies of low
energetic content in the training Images. Since it can be mumed with wide generalty that these low-

LU
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energy Conpon"nt are those of high frequency, the MACE filter will be very sensitive to even snal
changes In the high *equeM components of the Input Images. On the other hand. the docus of an
Im e mainly effects to Its high frequency components (the effect can be approximated to a low-pass
Ilter) being the eo largely ampiled end thus producing significaftve variations In the correlation peaks.
The MINACE Wlter, although designed with the noise resistance in mind, performs better due to the
Imitation imposed to the maximum value of a filter component corresponding toe low-energy frequency.
A better understanding of this behavior may be used to design more robust filters in the future.

Since the MACE and MINACE filter design methods alow multiple target correlation conditions,
we can use a defocused object as one of the targets and we can Impose that the central correlation
value with the non-defocused and with the defocused target to be the same. Curves labeled B
correspond to the use a defocused (diameter,4.1t) object together with the non-defocused one. 81
corresponds to the autocorrestion and B2, and 53 to the crosscorrelation. Curves C show similar
results when using the most defocused object (diameter- 20.8) In the filter design. Of course the
autocorrelation values with the objects included in the design are the same. The interesting feature is
that when the most defocused Image is used in the filter design, the autocorrelation values for
intermediate values of defocusing also take almost the same value. The discrimination capability is high
and the same for all defocusings, and the absolute intensity of the autocorrelation peak is StU quite
high.

MACE FILTER MINACE FILTER
-Al- IA)00 .......

Al

B
•10000- Bi-------

0 0

'S - - .-• - ..- ' ..-. I- I 11 1 11-
I I I I I I i I

Defocusing 2a Defocusing 20

Figure 2 Figure 3
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Optical Haar wavelet transform using a
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Abstract

An optical system for the Haar wavelet transform of binary images based on a time-
division-multiplexing technique is described. We show that a simple image differentiator
can handle the bipolar wavelet function efficiently in the system.

Recently, various optical architectures of the wavelet transform , , .,"e been investi-
gated to get fast transform results by taking advantage of parallelism of optics1 . Following
Yang et a/.1, we performed experiments on the optical Haar WT using a shadow casting
system. To handle bipolar nature of the wavelet functions, Yang et al. used a polarization
encoding technique in their shadow casting system with a coherent light source. Through
a properly rotated analyzer, the phase difference between the lights from the positive and
negative parts of the wavelet function becomes v, by which the amplitude subtraction is
obtained in their experiment. However, we could not obtain good amplitude subtraction
results because the sum of two coherent beams with a phase difference r still interfered
constructively at higher-order positions in the output focal-plane.

To represent bipolar images in incoherent systems, area encoding, wavelength multi-
plexing, and time division multiplexing (TDM) techniques have been commonly used3-.
In these schemes, an additional subtraction process is required after the two outputs of
different signs are obtained. Here we adopt the TDM technique and show that a simple
parallel image differentiator6 can be used efficiently for the subtraction.

The Haar WT of a 2-D image s(x, y) is mathematically described by

I x-p y-qp1
W(p,q,a,b) = ( a 6 ) ddy(

where h(x,y) is the mother Haar wavelet function, a and b are dilation factors, and p and
q are shifting factors. Let us denote the positive and negative parts of the wavelet function
h+(x,y) = rect(x-0.5,y-0.5) + rect(x+0.5,y+0.5) and h-(x,3 y) = -rect(Z+0.5,y-0.5)
- rect(z - 0.5, y + 0.5), respectively. Thus h = h+ + h-. The Haar WT by TDM means
that h+ and Ih-i are presented alternately during 2jt. <_ < (2j + 1)t, and (2j + i)to <
t < (2j + 2)t., respectively. j = 0, 1, 2, -.. , and t. is a time duration. Thus the TDM
version of Eq. (1) can be written as

WTDM(p,qa,b,t) - W+(p,qa,b) E[u(t- 2jL.)-u(t- (2j + 1)to)]

+W-(p,q,a,b) fu(t-(2j+ 1)t)-u(t -(2j+2)to)] (2)
.1

U: . ... .Uu ' IU Um/-m w -mmm*
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where W*(p, q,a,6) = (1/V )f f s(r,y)Ih*((: - p)/a,(y - q)/b)ldxdy and u(t) is the
'leaviside step function. Note that WTDMf is always unipolar if s(zY) is a unipolar
function. To obtain W, W+ - W- should be executed. We can get this subtraction by
differentiating WTDm of Eq. (2), i.e.,

8WTDM = W 4 (pqab)6(L) +-(-I)"[W+(pqab) - W-(p,q,a,b)]6(L- kL0) (3)
lot k=1

where 6(t) is thc Dirac delta function. Practically, k = 1, 2 is enough. Eq. (3) implies we
can get W+ - W- by detecting the pulse amplitude after t > 0.

Our system that implements Eq. (2) and (3) is shown in Fig. 1. The first part
that calculates WTDM is a shadow casting system whose structure is similar to that in
Ref. 2. The patterns for h+ andJ jh-/, which are flipping alternately, are represented
by the light transmittance of a spatial light modulator (SLMI). A sequence of discrete
shifting factors (pm,q,) is represented by the positions of the point sources. Thus for a
given size of the wavelet pattern, a and b, WrDM((P,q,,t) is detected and fed to SLM2
in the image differentiator' (or novelty filter"). Both the two-beam coupling and four-
wave mixing differentiators6 '" detect only the magnitude of fW(p,,q,)j, because they
produce only unipolar light pulses whenever WTDM changes. To detect both the sign and
magnitude of W, we used a beam-fanning differentiator", which produces positive light
pulses only when WTDM increases. If the pulses are generated at t = kt. of even (odd) k,
W is positive (negative). The photorefractive crystal (BaTi03) is placed near the image
plane of WTDM so that the beam fanning can occur independently for every beam spot
of (6,, q,). An experimental output of the beam-fanning differentiator when W+(p,,, q,,)
310 and W-(p,,q.) = 0 is shown in Fig. 2.
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Fig. 1. The optical Haar WT system. Fig. 2. An experimental result.
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Generalized Fourier Transfrms, Ima&in Systens and Correatorin
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Generalized Fourier trnisorms of integer, fractional and unaguiary degrees can be
impkimented by lenses. Optical units which realize such basic transformnations, are shown to
be useful in dhe implementalion of mor comnplex optical sysaems such as imiaging systems
and correlalors

Very recently, LohmannI has shown dha generalized Fourier tranfoms (GFT's), defined oni die basis of

Wipner functions, can be optically unplemnented by lenses, after generalizing die usual geometries used for

die imnplemientation of the conventional Fourier transfom. Figures 1(a) and 1(b) show those geometries. For

the configuration shown in figure 1(a), the GTF of order p, F(P). (p>O), can be written in the form:

+iJ)JI (PeOX ) J~ -Y dxdy (1)

where sifl*=.!Jz1(2-f-z 1 ) ; o# (2)
f f

and #=pw/2. When collimrated illumination is used-

z1=z1=f(1-cosO) (3)

For the configuration of figure 1(b), the expression of F(p) takes the form:

I.11 'o~x, yfl = ffo(x. y) e 2r(I+i e-.( O d 4

add=f4l-00Os) (5)

The inverse GFr7s *i'P) can be obtained forom equations (1) and (4) after substituting there i by -1. The
implmenttionof inverse GFr's is also realized with the geometries of figure 1, after substituting there the

positive lenses by negative lenses andl interchaniging the object and the transformation planes. T'he object and

the transform distributions are in this case virtual. According to equation (2), GFrs may have imaginary
degrees for certain ranges of z1.

An important parameter, associated to any OFT p(P), is the so called standard focal length, fl. The

ezesosof fl, for the single-lens configuration and for the two-lenses conifiguration, are respectively:

f,=fsifl; f,= 1COS6 (6)
sin#
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Taks pvp) wio ame poissee VI belong so tho now fmily, aing" thus, when they we

iqia emiand uscihiin india, they =Udf the properties of the GWrs empessed by die rebbtonship

F 04I ( f~.y)I- Fv"IF'{F" f(x.y)1} - F {00 f(x. y)} (7)

Nwdike am"~~ of uMouhed focal lbngt f1 becomes clear It reposents the scale of F(I), resulting fomm

the Maegfcion, in indem, of other (FPT-s belonging 00 do saMe family.

Exact imgin~g optical syaumns and correlswMn sbowimg no phase curvatures in the planes of interest, can be
realiand by cascading basic units which implement fractonal Fourier transforms of the same family.
Paiuiulerty, j'(5P) may repreen a conventional Fourier transform of an object distribution if a.+= 1.4. (n

is an intege), an inverte image if a+P=2+4n, or an erect image if a.P=4n. Figure 2 shows two examples of

inmagn systms boned on fractional MF's of the same family. The singl lens configuration units are used

in figure 2(a) with lenses with the samne focal lengt, and two-lenses configuration in figure 2(b). In this last
case, it hapipen thot the exact conventional Fourier mrinsfonu FM1 is formed in plane x; the system is

therefore a cxrelabor of focal distance f, = f/,53.

O f foy)

Zg

FPIgur I(A) Single-Jams configuration. Figure 1(b) Two-lenses configuration

FP FP FP

V44

Figre 2(a) Exact imaging system- Figure 2(b) Exact imaging system and correlator.

[1) A. W. Ioimman, Insage rotation Wigner rotation and the fracuiond Fourier transform", J. Opt. Soc. Am.

A. 10, 2181-2186 (IM9).4
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Programmable 2-D optical wavelet transform in space domain

DongMXuO Wang and Ju-Wei Tai, ( Institute of Automation, Academia
Sinica, B.O. Box 2728, Beijing 100080, PRC)

Abstract:
In the paper, a new architecture of optical wavelet transform

(OWT) system with a lenslet array is proposed, and its optical
performance and optical limits are analyzed.

I. Optical Wavelet Transform System
1 .1 Wavelets Arrangement

For the fixed dilation factor (a,,a,), wavelets can be represented
by hwik:

hW~•, hi(X-Xf), (Y'Yac),

aj a(

It can be considered as a 4-D matrix, and the wavelet matrix(W1)
can be arranged with a 2-D array (indexed by i,k ) of 2-D
submatries (indexed by x,y). These wavelets are displayed on a high
resolution color video monitor or a LCTV addressed by a CRT monitor
according to the space arrangement(Fig. 1).
1.2 lenslet array

An optical device to provide optical connection between input
image and wavelets displayed on video monitor is needed in OWT. We
have designed an array of lenslet with N*N lenses, and each lens
images a specific wavelet submatrix onto the input image which is
a SLM with N*N binary pixels, thus the submatrix of wavelets can be
superposed to the input image, and the transmitted beam from the
SIX are collected onto the output plane to form a N*N pixel array
which represents N*N products of the 2-D wavelet submatries with a
2-D processed image (Fig.2 eei-04g9s. In the output plane, each of
pixel indexed by the translation factor (x1 ,yX) corresponds to a WT
of the input image under one wavelet indexed by the same
translation factor and a specific dilation factor.

For the wavelets with both positive and negative values, we need
a subtraction implemented by computer to obtain optical results.
2. Optical limits of the OWT system

"Since the OWT system is designed on the basis of geometrical
optics, the diffraction and aberration of lenslet array must be
considered when the SLMs with large space-bandwidth product(SBW)
are used to be represented the wavelet mask and input pattern in
the optical system; and SBW of WX affects the number of lens in the
lenslet array which is the one of the most valuable factors for
evaluating performance of the OWT system.

In Ref.5, Dr. Sakano a..jJ, analyzed optical limits for one kind
of lenslet array used for optical interconnections, the general
method can also be used in describing the limits of our OWT system.

9 9 9
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Because off-axis state lenses are used. In this case astigmatic
aberration is dominant. Thus we analyze the astigmatic aberration;
on the other hand, the diffraction limits have to be considered.

Let9 and D represent the wavelength of light and the diameter of
lens, N denotes the upper limit of the number of lens in lenslet
array, and n denot •s the refractive index of the lens. The
following condition is satisfied:

1

NnM d 0.4681 ( ) 3

Neffo.4 6 81 3.•)

3n-1
4n

The condition implies that NO1 is determined by geometric factors
of lenses.
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Spatial Filteriag of Light Foilds at Phase Conjugation
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The method is suggested of conjugated wave formation with
controlled contrast inversion of images of 2-D binary optical
matrices. The optimum conditions for realization of phase
filtration of object field are established.

By means of computer simulation methods the peculiarities are
considered of light field transformation at phase filtering of Fourier
spectrum in the scheme of DFW4 wavefront conjugation.

Phase conjugation mirror constitutes a key element of optical setup
under consideration (11 which consists of a nonlinear layer as
photosensitive matter together with counterpropagating pump beams and a
phase filter just behind the layer. Phase filter is inserted into one of the
pump beams and there is a small central zone on it which shifts an
appropriate pump field by some arbitrary phase with respect to remainder
parts of the field. An object beam is formed by plane wave illumination of
amplitude transparency. A resulting beam comes through a positive lens which
is set at an arbitrary distance from the transparency and then is focused on
the nonlinear layer placed at the focal plane of the lens.

At the moment of three beams action a conjugated beam is generated by
DFWM which propagates into opposite direction. The resulting field in the
plane just before transparency is described by the expression

4 -2 4  1444242-4(p p.ddpo (1)
RCW -(Xf)Jift (4pT) -(P X) exp{-ikf1 (p-'p T) P NdPIdpT

4 4 4Function t(p)= t +T(p), where T(p) is a variable part relative to the

average value, Jescribes the amplitude transmittance of the transparency;
0(p)= 0+(1-0 )1(p), where 'I is phase delay exp(i1o), describes the fl-form0 0 0

phase filter; f is the focal length of the lens; k = 2i/X is the wave
number.

If • - w (sign of the field amplitude is inverted in a limited region
near the optical system axis), the expression (1) describes contrast
inverted image

44 4
H Wp - t Wr p+S~p W (2)C 0

4 4 4
S(p)=2[T(p)*•{f(p)}] is an additional term , which depends on the filter as
well as on the object configuration. An efficiency of transformation is
depicted in Fig.l. For values of t less than 0,25 a contrast inversion is0

not obtained because it is an intensity (not amplitude) of inverted input
matrix that is recorded in the trasparency plane.

Under certain conditions when Fourier plane of the lens doesn't
coincide with the Pa.M plane a partial contrast inversion of object image may
be obtained. In this case conjugated field in the object plane is described
by the expression

I 9 . . .. .. 9+" ..
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8(p) -Cos{(, a~~~ a -w )G- d)5(t"

where G(lP-2 ,d) - (iXd) -exp{(ik/2d)-1 P 21  ) is Presnel transmittance of

free space, d - distance between PCM and Fourier plane of the lens, symbols
C, N and F mark the planes of image, phase conjugating mirror and phase
filter respectively. il li •L~m" •"m--nul U."

Original
matrix

Contrast
invertedimage I6 1

.95 .75 .50 .25 .05 r

0

Fig.l. Efficiency of contrast inversion transformation vs
spatially averaged value of input matrix transmittance t 0

0

Fig.2. Partial contrast inversion of the conjugated image.

Calculation of field in the object plane (Fig.2) has been carried out
using the model of NxN matrix of 2-D Gaussian profiles with the following
values of parameters: N=15, f-25 cm, d=10 cm, halfwidth of the filtering
zone b=250 pm, halfwidth of Gaussian function a=50 pm, period - h-150 pm. As
it is seen from Fig.2, the inverted image in the initial matrix image is
only partially saved. Dimensions of the inverted region depend upon the
distance between PCM and Fourier plane of the lens, whereas its position on
the image depends on the transverse filter shift. There is some transitory
annular zone in Fig.2 which corresponds to gaussian function of the phase
filter.

The method of contrast inversion in conjugated wave corresponds to
logical NOT operation in binary matrices of optical signals processing. By
the same way using four-wave mixing for realization of light fields
multiplication together with phase filtering gives the opportunity to form
conjugated fields, which to the action of logical operator AND.

I.V.N.Ben, E.V.Ivakin, A.S.Rubanov. "Contrast inversion of DFWM conjugated
wave by phase modulation of the pump" Tech.Digest of Conf. on Wavefront
Conjugation, Minsk, 1987, pp. 131-138 (In Russian).
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Low Resolution Fresnl Encoded Lenses Applied to Pattern Rcognition
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Abstract:

The frequency response of Low Resolution Fresnel Encoded Lenses is calculated in terms of all
parnmeters that characterizes these lenses and possible applications to pattern recognition we
discussed.

1. PSF of Low Resolution Fresnel Encoded Lenses
When a Fresnal Lens with focal length f for a

wavelength X is encoded in a pixelated low resolution device,
with a center to center pixel distance given by Ax, Ay, infinite
new focal regions appear at the coordinates (kX,IY) where X -
,f/Ax and Y = Xf/Ay where k,I are arbitrary integers(11J. A low
resolution fresnael encoded lens (LRFEL) seems an array of
lenses with a size given by XY. Then, If the device has NxM 0
pixels with a rectangular pupil of dimensions Lx - NAx and L,
- MAy, the number of lenses appearing in the device is given
by W. - L.XX and W, - L/. In Fig. 1 we can see a LRFEL with _

W. - W, - 3.

The amplitude distribution at a kI focus for a plane
wave illumination is given by (Eq. 20 of Ref.[1]): Fig.1. LRFEL with W.-W, v-3.

- ...{ 4 5fanc(.5). .V 1)exp~i.2 (x-kZ-y.1Y)] *JZrct(j , YZ)

The sinc function comes from the Fourier transform of the rectangular pupil of the device and the
rect function defines the pixel of dimensions AX'ay'. Another useful parameters are c, - Ax'/Ax and
C, - l&Y*I&Y.

2. Coherent transfer function for a (k,W) focus

In order to calculate the frequency response we must perform the Fourier transform of Eq. 1 .Taking
as a natural unity of length the pixel size we obtain:

H~t I(g,, gy) - f.1-Z &eC t( g-'Wk-, gy- ) In c (c.,. g,, cy.g) (2)4
x NY

For a (k.) focus, the rect function is shifted k in the g. direction and I in the g, direction. In a general
case (any shape of the pupil or the pixel) it will happen the same, we will have the integral of the
Fourier transform of the pixel function multiplied by the shifted pupil function. Now, let us study
some different cases:

First we consider Wk - I-0). In this case the cut-off frequency is determined by the rect
function at the frequency (in pixels"1 gu, = W,/2, g,, = W,/2. The first zero for W, > 2/c. or W,
> 2/dc of H is given by go, - 1/c, go,, -1/c,. If W. < 2/c. or W, < 2/c, then g0 ,, - g. or go., - g9,.
For smaller values of the focal length H take negative values and inversions of contrast may happen.
For c,->0 and c,- >0 we obtain H corresponding to the infinite resolution case (with a diffraction

• • • ...... .. ,e.. ,...,_.._ 4
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diffraction efficiency tending also to zeo). Then the limittions Imposed for the low resolution
condition is a function of c, the ratio between the pixel size and the center to center pixel
distance.

We can now make general considerations for different kl. When c.W./2, cW,/2 > > 1 then
the rect function is large compared with the sic function and his effect will not be appreciable for
k<W,/2-11c, and I<W,/2-1/c,. In that conditions each focal region verifying the inequalities will
replicate near the same information. This situation is sketched in Fig 2 for W.-W, -40 and
c. -c, - 1. Note that the Inequalities can be verified for the particular case of a short focal lens with
;.c,,c- 1, or a large focal length with c.,c, < < 1. When c€W,/2, cW,/2 < < 1, then the rect
function is thinner than the sinc function, for kI>0 H has the aspect of Fig. 2.a. The H for each
kI corresponds only to a little window of frequencies. In such case each focus will concentrate
information corresponding to a certain range of frequencies. If W,• W, - 1 then the windows are
the ones sketched in Fig 3 In this case each focus replicates different information but all
information is replicated.

HH
S, 0.2 (Solid)

4.~~~o Aplcto opttr eonto

SW/-" I
I I

k--I Ik- k-O f k- 1

4klI l ' ' ld I I l ' I I I

Flg.2 Hfor W, - 40 and c, = 1. FRg.3 Hfor W,= 40Oand c,= 0.3 (Dashed) and
0.2 (Solid)

4. Application to pattern recognition

We have seen that in certain conditions each focus can replicate different information of
the object. The central focus can replicate the information corresponding to a window of low
frequencies and the others ones can replicate windows corresponding to high frequencies. This will
permit to compare separately the information corresponding to high and low frequencies and
different kind of filters can be used in order to process appropriately this information.

We have also seen that for short focal length encoded each focus replicates near the same
information. This opens the door to apply different types of filters for the same image in order to
improve the recognition process.
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Abdtract We propose a Phase only filter with maximum d capability.
The zero modulation state is introduced to block certain region in spatial frequencies which
equalize the phase differec histogram. The discrimination capability is increased
significantly compared with the POF.

The discrimination capability (DC) is one of the most important paramet to evaluate
the performance of a filter for pattern recognition. Different kinds of filters have been
proposed to increase this parameter: The Phase Only Filter (POF)[1J, Optimal Filter(2 and
other techniques [3]. In [4] B.V.K.V. Kumar and Z. Bahri introduced the notion of optimal
support function for a Phase Only Filter (OPOFs) in the sense of maximising the signal to
noise ratio SNR The support function indicates which pixels in the filter have magnitudes
of I and which pixels have zero magnitudes. Other support functions to optimize different
criteria or multicriteria have been proposed [5]. In all of these designs the support functions
are calculated taking into account the amplitude distribution. As we will see the phase
distribution plays a crucial role in the discrimination capability and, in consequence, we
propose a support function to optimize the DC based on the phase information.

In this contribution we propose a method that optimizes the discrimination capability
by using a POF with a support function. The procedure is based on modification of phase
difference histogram by blocking some frequencies. We investigate the DC with computer
simulation and we show the improvement in DC obtained with this method.

We denote by t(x,y) and d(x,y) the target and nontarget respectively, when the target
(t(x,y)) is present at the origin, and the nontarget d(x,y) is placed in the scene at coordinates
that the maximum of the cross-correlation is at the origin. Let T(u,v) = ITI exp(iij and
D(u,v) = IDI exp(ihd) be their Fourier transforms. When the POF is used the cross-
correlation function in Fourier domain is given by:

CD(u, v) nD(u, v) Iexp [i (u, v)]

where AO(u,v) = 4,(u,v) - 0,(u,v) is the phase difference. The discrimination capability,
DC, is a parameter that measures the ability of the correlator to discriminate between two
very similar input objects, and it is defined as:

DCaJ E ID( u, V) I *1* u 'V) ITVU,v)A

Let us divide the 2w phase interval in N steps of width 54= 2w/N. Let Sj be the set of pixels
(u,v) for which the phase difference A# is in the interval A#,., < 40 :5 ,x4j, where ,A -.
j.60. Let us define the weighted phase difference histogram as:

P,= (UsJ ID(u,v) I

we approximate the phase difference of those pixels which belong to Sj by A~j, the DC can
be written as:



MP2O/68

The DC is opimized if we equalize Pj- P,÷j, j-I...N/2. This can be made by blockingSome liquencie
Figure I shows the input scene, the target is the letter F, and the object to be rejected

is del E (leer F is cntained in letter E). In figure 2a and 2b, we show the original
and the modified phase dierence weighted hisgram, with N equal to 100. Th
cng correlations are shown in figure 3a and 3b. By comparing these figures it is
shown that the algorithm proposed in this paper, enhances clearly the discrminaion
capability of the POF.
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FIX. 3. Correlation planes. a) With conventional POP. b) With POF and DC optimization.
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Multi-distance, Multi projection, parallel projection method
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With the increasing demands and complexity of signal processing systems, renewed interest

emerged in the set theoretic formulations [1] applied to optimization problems such as signal

synthesis in pattern recognition [2, 3, 4], Computerized Tomography [5], constrained deconvo-

lution [6], Image restoration [7, 8] etc. The task is, usually: "Given some a priori, corrupted,

signal, h0 , which is known to, supposedly, have satisfied N constraint sets, try to restore it to

a signal which will satisfy the constraint sets". The framework is quite similar if the task is to

design a signal which is to satisfy N constraints.

Projection methods have been suggested for this task. A projection of an arbitrary element,

h, onto a Closed Convex Set C, is that unique element in the set ,h1, closest to h, where "dose"

is measured by some distance function d,. NaLaely,

/Pc4(h)=h' ifandonlyif in" di(h 1,h) = di(h',h); h' E Ci
hiEC,

* Given N sets Ci one usually constructs operators of the fcr.m- T"+l = W_ tv(i)Pdc where

wn(i) is some, iteration dependent, weight function. This leads to a sequence hn+l := T'+1(h%).

One strives to show that the sequence generated converges to a solution satisfying all constraint

sets which means that lrn h" E Co := fl- 1 Ci. The results known to date are basically composed

of the following: if Co # 0 and d, are constant for all sets involved and all sets Ci are convex

then under some general conditions the algorithm converges.

However, what happens if the constraints are inconsistent i.e. Co = 0 (which is a frequent oc-

currence due to detection error, slight mis-characterization of the set etc.)? Is there convergence

at all and if so to what? Also, how will one project onto a constraint when the constraint is

given indirectly (implicitly)? This may be transformed in many instances to projection onto an

explicit set but then the distance function is modified ((4]) and thus not all distance functions

are uniform, what then? Finally, in many Image recovery problems more than 2 constraints

exist (when one is non convex) - Can't we indeed use a projection base algorithm for this case

(classically [8] we are limited to 2 sets if one is non convex)?
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Fortunately, all of the above problems may be solved by use of a very special parallel pro-

jection method. It amounts to performing projections of the current estimate onto all N sets

involved and then taking a very special average of these projections. More specilically:

1. Even if Co is empty, the algorithm converges. Moreover, it converges to the best

solution possible i.e. that minimizing its distances (squared) from all sets involved.

2. Projections onto individual sets may be performed w.r.t different distance functions

and yet convergence is assured to an Elen.ent in Co, or to the closest one to it.

Thus many implicit constraint problems may be converted to explicit constraints

with various distance functions which can be handled by this method.

3. The algorithm converges for an arbitrary number of non convex constraints (the

SDER property introduced by Stark et al [8] is maintained). Although convergence

is not necessarily to Co, and it may get stuck at some "trap" point. In most cases,

however, convergence is to Co. In any event it should be realized that the traps are

a result of the non-convex constraints, not the projections algorithm.
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Abstract

Diffraction effects and photometric non-uniformities of the spatially incoherent shadow-
casting architecture are investigated when the input and output planes are pixelized. The
acceptable geometrical configurations are then derived precisely.

Shadow-casting systems have been known since a long time, and were first used to analyse
crystal lattices [1,2]. They provide a very simple way to obtain the convolution or correlation
of bi-dimentional positive functions directly in object space [3]. They have also been used
for implementing optical logic [4] and image morphology [51 operations, as well as symbolic
substitution [6]. The simplest shadow-casting system is depicted in fig. 1, and is composed of
three planes. The first one is a diffuse plane source which can consist for example of a CRT, or
a Spatial Light Modulator (SLM) followed by a diffuser illuminated by a primary source. In a
second plane at a distance d is another SLM, and in a third plane at a distance p is a screen
or an array detector. The distance d between the SLMs is always positive, but the distance p
between the second SLM and the detector can be either positive or negative, in which case the
third plane has to be observed with an additional lens.

The basic system of fig. 1 can be generalized [7,8,3] by incorporating a lens (or lenses)
between the source and intermediate planes, and between the intermediate and detector planes.

SLM1 Diffuser SLM2 CCD Camera

Collimated Figure 1: lensless shadow-
Source• casting architecture.

12

The first plane being a diffuse source, it is spatially incoherent, and the system is gener-
ally assumed to behave approximately according to geometrical optics (depending on ratios of
caracteristic lengths in the set-up to the wavelength(s) used). Even with that assumption, the
optical distances are different for horizontal or tilted rays between the SLMs. This phenomenon
has important consequences on the correlation operation since, due to photometric effects, the
optical flux is dependent on the tilting of the rays. The consequence may be a loss of translation
invariance, and a degradation of the measured correlation in comparison with the mathematical
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correlation operation. This point is in general emphasized by the imperfect diffuser placed after
the first SLM. Taking into account this aspect leads to a first domain for the acceptable values
of the geometric scaling of the architecture.

A second domain for the acceptable values of the geomte,,:- scaling of the architecture is
obtained if diffraction effects are analyzed. Indeed, the geometrical optics description is a first
approximation, and diffraction needs to be taken into account. Previous analyses [9,10] of the
effect of diffraction on resolution did not describe precisely the behavior of a shadow-casting
system in presence of discrete elements such as the pixelized SLM.

C (cm)101

Figure 2: definition of acceptable do-
4 main for the geometrical parameters of the

Ron-Uniformities

2 conldition

0

G

Furthermore, if a CCD is used in the output plane, the continuous output is as well sampled.
Then the system is an image processor, for which there exist discrete relations between output
and input images.

The results of our theoretical analysis of diffraction and photometric effects will thus be pro-
vided as a transformation between discrete images (the inputs and the output). The acceptable
choices of the geometric scaling of the architecture are then rigourously defined. This acceptable
domain is shown in fig. 2, where the ratio G is defined by: G = Id + pi/Ipi. The influence of
diffraction, which was only addressed previously with rough estimations, had led to pesssimistic
predictions as will be shown in the presentation. Finally we will discuss the practical implica-
tions on the architecture of these considerations in relation with realistic applications. Indeed,
it will be shown that classical situations in which the reference image is smaller than the input
image are favorable.
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Abstract

The principles of time-domain holography of short laser

pulses based on wave interactions in spectrally nonselective

medium are considered. Using these principles the system of

methods may be proposed for flexible controlling and
processing fast optical signals.

Summary

We review the principles underlining the possibilities of

recording and reconstruction of time-dependent radiation (wave

packets), while using, as the normal holography, interference

and diffraction of waves, and spectrally nonselective

recording media. These principles allow to develop the system

of methods for flexible controlling and processing fast

optical signals ranging in duration from femtoseconds to

nanoseconds.

From the methods proposed the most promising one is the

holography of time-varying signals based on spectral
decomposition of light (spectral holography). In this case we

use interference and diffraction of waves formed during

spatial spectral decomposition of short light pulses (spectral

decomposition waves) by a normal spectral device.

Recording interference pattern of spectral decomposition

waves of two optical pulses (a signal and a reference pulse)

allows to store the temporal optical signal (the signal pulse)

in the form of a spectral hologram. The reconstruction of the
stored signal in the form of its real replica occurs by

diffraction of the spectral decomposition wave of a reference
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pulse from the spectral hologram. It is also possible to
obtain a time-reversed replica of the stored signal.

Spectral holography serves the basis for time-domain
Fourier optics that can be developed using the analogies with
the normal Fourier optics and Fourier transform holography.

The possible applications of spectral holography areIanalysis, synthesis, time-reversal, recognition, optimal
filtering, and optimal compression of short temporal optical

signals.

The methods of dynamic spectral holography and spectral

nonlinear optics are also proposed. Spectral decomposition

waves of several light pulses may be superimposed in a common

dynamic light-sensitive medium (optical nonlinear medium).

That makes possible the nonlinear interaction of spectral
decomposition waves and, also, the interaction of spectral

decomposition waves with inhomogeneous monochromatic waves. As

a consequence, various real-time transformations of ultrashort

temporal signals become possible. in particular, it is

possible to mix spatial and temporal signal and, using such
mixing, to obtain fast space-to-time and time-to-space signal

conversions.

Methods of dynamic spectral holography and spectral

nonlinear optics may be used for highly parallel processing of

optical data streams. In particular,, dynamic space-time

conversions may be used for f or time- and code-division

multi/demultiplexing of broad-band data streams and fast

optical vector-matrix multiplications in communication and
computing systems.

The experimental results on recording, reconstruction,

time-reversal, and holographic recognition of ultrashort

optical pulses by spectral holography methods are presented.

Also presented are the experimental results on real-time

conversion of ultrashort optical pulses into the spatial

signals using three-wave nonlinear interaction of spectral

decomposition waves and monochromatic waves.

See also: Yu.T.Mazurenko, Opt. Eng., V. 31, 739-749

(1992).
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Abstract. The concept of "spatial amplification" based on transverse

effectF in optical bistability Is proposed. The possibility Is shown

experimentally to detect with the help of "spatial amplifier" weak optical

signals with the power that is 107 -_10 times less than the power of noise.

In present contribution the concept is proposed for increasing the

signal-to-noise ratio in 2D optical Information processing systems which

is based on application of transverse effects in optical bistability. This

concept allows to develop the technique for identification of separate

information pixels In wide-aperture 2D systems for information processing.

The basic idea of the above concept Is to provide the favorable

conditions for the rise and propagation of switching waves in optical

bistable layers If the switch-on threshold has been exceeded at least in

one local area. This leads to a many-fold increase of output light power

up to the highest value which corresponds to the total switching of the

whole bistable layer.

In a number of algorithms for optical information processing one

needs to detect the presence or absence of information at least in one

pixel of wide-aperture matrix. Since the "On-level signal in optical

"systems is not equal to zero, the power of background signal coming from

the whole matrix Is many times higher than the power of information signal

In an only separate pixel.

Using OS-matrix formed on an optically uniform nonlinear layer one

can switch on not only the specified pixel but Its nearest surrounding

as well, and thus the resulting out -'t signal to be registered can be

increased many-fold.
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The estimates of the gain factor of such a spatial brightness

amplifier', defined as the ratio of the output light power change to the

power of the optical Information signal that has caused this change, give

the values of 107-10.

The technique proposed has been proved by modeling the 'spatial

brightness amplifler" experimentally using a thin-film bistable

ZnS-Interferometer. Basic results are presented on Figures 1,2.

Fig. 1 shows background light distribution of the whole Illuminated

area (1), intensity profile of the signal beam (2), and the output

intensity profile (3) which gives the evidence of the signal somewhere

within the switched area. On Fig. 2 time dependencies are plotted for the

power of output light beam when there is only background and no signal

(1), for the power of the signal beam to be detected on the above

Intensity. srb.units Power. urb.units

100 50
Fig.1 Fig.2

90 40

so o0 /30,/
,* S

40 20

20 10

2

0 0
0 100 200 300 400 P 00 0 5W Ps

background (2). and power of the output bean while detecting local signal

with the maximum intensity that makes up 10 (3) and 20 (4) of the

background. The experimentally obtained gain factor of our "spatial

brightness amplifier" of about 5 103 has been limited by the power of the

laser available.

The concept of Nspatial brightness amplification" has been applied

also to analyze output light fields of the coherent correlation processor.

I
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Abstract A new form of heterodyning in an all-optical bistable system, related to stochas-
tic resonance, in which a heterodyne signal can be enhanced by adding noise, is reported.

The phenomenon of stochastic resonance (SR) in which a signal-to-noise ratio (SNR)
can be increased by adding noise, [1] has attracted much attention recently (see [2]) .
Most of the data have been obtained for bistable systems driven by noise and by a low-
frequency periodic force. However, the noise-induced increase of the SNR, and also the
frequency-selective response of bistable systems, make it interesting to apply the idea of
SR to heterodyning in which two high-frequency fields (an input signal and a reference
signal) are mixed nonlinearly to generate a heterodyne signal at the difference frequency.

In this paper we report and discuss a new form of the phenomenon, noise-enhanced
optical heterodyning. The enhancement rather than suppression by noise of the hetero-
dyne signal has been investigated theoretically, experimentally and by means of analogue
electronic simulation.

We are investigating a double-cavity membrane system (DCMS) which displays all-
optical bi- and multistability (31. To a reasonable approximation 13(a)] the dynamics of
the DCMS driven by two modulated laser beams at different wavelengths is described by
a Debye relaxation equation for the phase gain 4

+ (0 - 00) = (10 + ii. cos(wo + fl)i + b1(i))M(4) + I,.ej(coswot + 1) (1)

where Oo is the phase of the DCMS in the "dark'; 61(t) is a zero-mean random term in the
modulated light intensity; and J,.f and i,, are the amplitudes of the periodic modulation
of the beams. The frequency detuning is assumed to be small, Il <T1 r-1 < wo. The
function M(4) determines the nonlinearity of the response of the DCMS. It is convenient
to rewrite (1) in the form

i + U'(x) = h.fF(x) coo st + Ii. cos((,t + A)t + 61(t) (2)

z = J dOM'(0); U(z) = Zox + or Zh.1 + (0 - 4i))M- 2(0), (3)

(F(z) =_ M`(0_(z))). Eq. (2) is a stochastic differential equation for the variable z driven
by multiplicative reference (cx I,.f) and additive input ((x Ii.) signals. It is the signal at
frequency f) that is to be revealed via heterodyning.

In view of the possible applications we will allow for a zero-mean Gaussian noise
6l(t) in (1) that consists of two independent components, at low- and high-frequencies
respectively:

* 09
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61(t) = fq(t) + f.h(t), fh,(t) = Re (]j,(t)exp(-"aot)), (4)

where both fs(t) and 11,1(t) have a cut-off frequency W - W, > r-1 = U(zl,2) (zl,2 are
the stable states of the system in the absence of noise and periodic drive).

For wb•> r-1 the motion consists of fast oscillations at frequency ub superimposed on
a slower motion, and the heterodyning can be characterized by the low-frequency signal
at the output, z(')(t) = z (the overbar stands for averaging over the period 2r/wo). In
the spirit of [4], to first order in cj the slow part of the coordinate is given by

i(d) + U'(z(")) = Aý-!sin rt + f(o)(t), A = Ir1. (5)

The predictions of this theory have been tested quantitatively by analogue simulation
for the simplest nontrivial case of overdamped motion iu the symmetric Duffing potential,
for F(z) = z. In this simulation nois.e-ehanced heterodyning has been demonstrated for
both types of noise, in good agreement with theory. The SNR dependence on 12, 2I•,2,
w.7' and fl were investigated for white noise.

The DCMS consists of a thin GaSe semiconductor film separated from a dielectric
mirror by a metal diaphragm. The incident radiation from the Ar laser providing the
input signal is propagated normally to the mirror and is modulated by superimposed
random and periodic (at frequency wo ± A) signals with an electro-optical modulator. It
had been shown previously that this system exhibits standard SR for 0 <• r- 1, 0 = 0

[5].
We have now shown experimentally that, in the presence of additional radiation from a

HeCd laser modulated by a chopper to induce periodic heating of DCMS at the frequency
of reference signal &o, this system displays noise-enhanced optical heterodyning for &o& >
r- > fl. It has been found in particular that there is a range of noise intensity where
the SNR of the heterodyne signal at 0 is strongly increased by adding noise. Below and
above this range the SNR decreases with the increasing noise intensity D. This behaviour
coincides with that observed in standard SR, d. [5].

A semiquantitative description of this new phenomenon is provided by Eqs. (1)-(5),
with an absorption coefficient in the form given in [3(a)]. A more detailed comparison
with the theory will require computer simulation of the dynamics of the DCMS.

The work was supported by the Science and Engineering Research Council, by the
European Community, by the Royal Society (London), and by the Goestandart of Russia.
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Abdrad

Infrmation is Mated to 2 and nomreduudancy. processing of
infomaio should use nimumfn" redundancy. I show that fanin~anout can m
computational load for algoithum whose touch complexities are less than their mputational
compexde

There are many algorithms for n complex operations such as solving Ax = b. Tih bases
for prefrenc in digital computing are usually computatI l omlexity and match to the
available hardware. For aaog optical compuing we should ak the same questions of as

algtecurearcirthms.

In conventional digital computing, only the cmuainlcomplexity of algorithm is

co Fnsidered Fo instance, Ax - b solution is an 0(N') problem. Doubling the i of A
requires eight times mo calculaion.

Recently computer scientists have started to attend to the match of algrithm, to computer.
This has led to the concept of "touch complexity". This is a measure of how many times we
must go to the memory to get the fma needed for a given algorithm. For some
algorithms and some problems, the touch complexity is less than the ompu tational

coplxity. For example, the iouch complexity for somte Ax - b solvers is 0(N 2 ).

I now propound a dhsis which I have not proved but whose probable truth I will argue byshowing severl exa•mples. It is this: "he spaee-time complexity of an analog optical
processor can always be driven so the touch complexity".

The way we do this is with fmia/flanout. That is the datum to be used nuiply is represented
a an SLM pixel (or its equivaient) and all operations on that datumn ae performed

*. I wil Mutrm this with two spca case, leavin the proof of the Owas to
others or for me at a later time.

lrst I consider Ax -b- a problem of 0(N3 ) computational complexity and 0(N 2 ) touch

complexty. I will show that this can be solved in analog optics with

S = o(p 2 ) spatial complexity,
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T = (NO) temporlcomplexiiy and,

ST =. O(N2) ,w,-i.- cop .ity

"1W oter O(N) Comm from fwaano

Second, I consider ianix-mntrix ldplica#6on a poblem•n of o(N') comutaInal

complesity and O(N 2) uch Compleiy. Yft. I Can solve it by analog optics With

S=O(N 2)

T- =(N) ,and

ST =0(N 2 ).

The remaining ON) comes flim faninfanouL

My hope is that this work can give us insight into which problems we best suited for analog

-P& com!Putaflo

• I
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Abstract

A parallel sorting algorithm and its implementation on a 3-D multistage optoelectromnic sorting network
are presented. The network operates on bit-slices of words and combines regular structure and simple

interconnections between stages.

Introductiom
Tomographic (bit-sliced) sorting is a parallel pipelined algorithm that can be mapped directly on a 3-D com-

pute architecture that uses optical interconnections to propagate data and control bits from one processing plane
to another. The algorithm is a combination of the odd-even transposition sort and the standard radix sort [I]. In
this p ape, we describe the algorithm and the structure and functionality of the 3-D sorting network. We also dis-
cuss how this network can be implemented as a multistage architecture similar to the 3-D optoelectronic computer
under development at the Optoelectronic Computing Systems Center in Colorado. Tomographic sorting can serve
as a test application for this computer.

Hardwan Description
The 3-D optoelectronic

computer under development
comprises multiple 2-D stages
of electronic processing element Ehmunic
arrays, stacked in a 3-D forma- I to
tion (Figure 1). Each element in A
a 2-D array can accept optical in-
put on a pbototransistor. process
the incoming signal electroni-
cally. and generate an optical
output by driving a vertcal-cav-
ity surface-eCmitting laser =two
(VCSEL). The VCSEL's output M_
becomes input for the next stage.
Computer-generad holograms
can implement the interconnec-
tion patterns required for each Figure 1. Schematic of the 3-D on architecturoperaion.

The tomographic sorting network (OsN) operates on a list of N words with M bits each and has M processing
stages. A 2-D version of a TSN is shown in Figure 2. The N words ame stored as M bit slices with the k-th slice
containing the k-th significant bit of every word. All the bit slices are pipelined into the network, and remain there
for a fixed number of clock cycles until they ae sorted and ready to be transferred out and into a buffer. Sorting
is performed by rearranging bits on the same slice so that, eventually, words we reshuffled and end up in ascending
order from top to bottom. After the bit slices at loaded into the sorting unit, only control signals am transmitted
from one stage to another to indicate any necessary bit exchanges. Two types of cells are present in the TSN: data
and control cells. Each cell contains a flip-flop to hold the value of a bit. Rows of data cells ae interleaved with
rows of control cells as shown in Figure 2. The control cells ae basically bitwise compan-and-exchange modules
with some additional control lines. Optical signals propagate along the horizontal direction, while electronic sig-
nals traverse along the vertical direction.

A column of data and control tzels constitutes a stage. The data cells in every stage will receive and hold
the contents of the corresponding bit slice. Notice that all signals flow from left to right and that the stages are
numbered in descending order from Mto 1 (from left to right) to coincide with the bit order in a word. The number
of data cells on each sae is equal to N, while the number of control cells is N-I. The number of stages that ae
required is equal to the length of each word in bits. The interconnection pattern between any pair of stages is a
straigtra one-to-one mapping. As we ae going to show later, the 3-D version of this sorting network retains
these reguiar which can be realized optically using lenslet arrays between two stages. Another
c, ristic of this network is its regular structure which also contributes to a simple implementation and permits
mey scalin up to accommodate larer se of words.

121-
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As meetosed earlier, the sorting algoridmi is a combination of the odd/even transposition and the radix sort
algorithms. The process is initiated by looking at dte most significant bit slice and trying to partition it into two
groups: the O-group at the top and the 1-group at the bottom. Every pair of adjacent bits that are not equal allows
a decision on the relative mag-
nitude of two words to be MSB Bit-aime U
reached. If the two words must -
be exchanged, the process is
completed in a pipelined fash- __ Ld Load LAW
ion with an unconditional ex-
change control signal gradual-
ly forcing all the lower signifi- _. wo
cance bits of the two words to
exchange positions. If a deci-
sion cannot be reached at the ...

MSB slice because the two bits
under consideration are equal, .._-"
the decision is deferred to the
next most significant bit slice
by sending a conditional ex-
change control signal to the
next stage. This will force the
next control cell to perform a
bit comparison to determine
the relative magnitude of the
two words. While an uncondi-
tional or conditional exchange
signal ripples through all the
stages of the network, a new set o oCS aock
of tests can be initiated at the
MSB slice. The outcome of
these tests ar-d the subsequent
execution of any action re- DS
quired will not affect the C
completion of the previously Control CCU
initiated exchanges that may
still continue to occur towards Figure 2. Block diagram of the 2-D tomographic sorting network
the final stages of the pipeline.

Three distinct phases are present in the tomographic sorting operation: (i) data loading, during which the
bit-slices are pipelined into the sorting stages; (ii) sorting, and (iii) data unloading, during which the bit slices of
sorted words exit the pipe.

Discussion
Despite the fact that special purpose numerical sorting processors and networks have relaxed the burden of

sorting, when the size of these networks becomes large, the latency of the data input/output process and the com-
plexity of the interconnections between stages become serious bottlenecks that render their implementation im-
practical. An optelectronic sorting network such as the one we presented in this paper, using straight pass optical
inte1Pconection for interstage communications, allows for a simpler implementation. Although the TSN is some-
what slower when compared with other sorting networks such as the bitonic sorting network, it is simpler to imple-
meat The optical bitoc sorting network [2] becomes prohibitively complex as the number of words to be sorted
increases. The reduced space complexity of the TSN is its main advantage over other sorting networks.

We plan to design and fabricate a 2-D tomographic sorting unit in a VLSI chip and experiment with a smaller
version of a 3-D architectum using arrays of VCSEL as sources and heterostructure phototransistors as detectors.

Acknwledgimeat 4
This work was partially supported by NSF-ERC grant ECD9015128, the Optoelectronic Computing Systems
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Abstract An optoelectronic implementation of bitonic sorting is presented which uses
a recirculating architecture to reduce the required number of stages to two. This
architecture decreases the mechanical complexity at the cost of system capacity.

While a wide variety of sorting algorithms have
been expored for implementation in both hardware
and software,' only the implementation proposed by
Stiik and Afhalei utiluizd the parallelismn associated
with optoelectrouuic processing arrays. Their OGH
pipelined architecture was based on the bitonic sorting Puld5 MUMil
network shonv in figure 1. Each stage of the sorting *~

network was comprised of latching compatre-and-
exchange (C&E) modules which performed a bitwise

comarionon two input words. The stages were
connected with optical perfect shuffle interconnection
networks. Since the number of processing stages
required to implement a pipelined sorting system is
dependent on the number of words to be sorted, the
realization of a larp capacity pipelined sorter may be lgoVCSELs
limited by a mxiznu achievable mec-hanical com-
plexity (defined by Chang et al. as the work required
to build an optoelectronic System).?

Figur 2. Recirculating bitonic sorter.

stages on opposite sides of a beam splitter. This
Singst 7 hnu arrangement is compact and the beam splitter provides

_______________________a means for convenient optical input and output.

Each stage of this recirculating system consists of

the input set. T7he optical outputs of one stage pro-
'I' t tI tIvide optical inputs for the other stage. Thus, the data

A ~A A can be transmitted optically between the processing
a1J a11 aA I stages through the asam interconnection network used

to implement the pipeline architecture.
We are presently fabricating a 4 x 4 demonstra-

11gw. 1. Biatnic sorting networ. tion of this sorting implementation which will be
presented at the conference. The bitwise M&E mod-

This paper p, upoe a -on optoelectronic sorting ulos in each stage are based on the hybrid integration
impenntatonwhich reduces the number of required of silicon photodetectors, CMOS logic, and vertical

stages to only two and thus the system has a low cavity surface emitting lasers (VCSEL). In addition,
mechanical complexity. Figure, 2 shows the system this paper discusses fabrication reliability, capacity
layout of this sorter which is comprised of the two and mechanical complexity issues.
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This recirulating architecture requires that each the same for both architectures. The shaded portion
array hold all of the data bits for esch of the words to of figure 4 indicates the region where the recirculating
be oirted. Thum the data are available for word-wise architecture requires fewer arrays than the pipeline
C&E modules. However, the simplicity of bitwise architecture. Note that for word lengths shorter than
C&B modules, which operate on pairs of input bits, 64 bits, the number of arrays required for the recircu-
is desirable. In order to compare m-bit words with lating system is always less that the number required
bitwiss C& modules, m-bitwise C&E modules are for the pipeline system.
electrically chained together on a single chip. These
electrical commections are used to communicate control
signals sach as the exchange status and exchange )
criteria. toW 40oM OmN lo a

While the proposed recirculating architecture W -.

reduces the number of required processing stages to aN

two, the system capacity (the number of words that ON
can be processed in parallel) is also reduced unless
the size of each stage is increased. Thus, there is a
hardware trade off between the pipelined and recircu-
Waing architectures. The former requires many stages ..-
while the latter requires two large stages. o.

Figure 3 plots the system capacity as a function of __...... __..........________

array size for both architectures. As expected, the o 1o =0 ND • W • o
pipeline architecture exhibits significantly larger Anal Sltg (n)

system capacity due to the n 2 dependence associated F e 3. Arrays required to implement bitonic sorter.
with the bit serial data flow. The capacity of the
recirculating architecture is dependent on the word Summary
length, m. Figure 3 shows the capacity for m = 8, We have presented an optoelectronic sorter
16, 32, and n. based on a recirculating architecture. Since the

recirculating architecture requires only two processing
e stages, the mechanical complexity of this implementa-

5 MMM M-8 M-is M-u3 tion is lower than pipeline implementations. Each

stage of the recirculating system is comprised of

440- bitwise C&E modules which use electrically transmit-
ted control signals and optical data transmission. We
are presently fabricating a demonstration system

Uss which will sort four 4-bit words. The bitwise C&E
M-11 modules used in this demonstration will be based on

Shybrid integration of silicon and VCSEL technologies.
Adkowledgments
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Abstract

The experimental implementation of an optoelectronic parallel processing system is described. A

reconfigurable computer generated hologram is used to provide a programmable interconnection

kernel and simple cellular processing operations are demonstrated.

Optical interconnections offer an attractive perform simple bit-serial 8-bit addition and logic

solution to the interconnection bottleneck which operations. The PEs are interconnected optically

is encountered within high-speed parallel through the use of a reconfigurable Fourier plane

processing systems. In the case of single CGH. The output from the LED array is imaged

instruction multiple data (SIMD) architectures onto the photodetector array via the two lenses

the interconnection mapping between the L. These form a 4-f optical system and the

processing elements is shift-invariant. This has reconfigurable CGH is placed in the Fourier

led to interest in the use of Fourier plane plane. The interconnection kernel is determined

holograms to perform this operation. We have by the state of the CGH.

previously described the design of an

optoelectronic processing system in which a the experimental system the PE array has been

programmable interconnection is obtained by the simulated with an array of LEDs together with a

use of a reconfigurable computer generated CCI camera. The reconfigurable CGH has been

hologram (CGH) [1]. In this paper we implemented by displaying a binary CGH

demonstrate simple cellular processing pattern on a liquid crystal display (LCD) screen

operations. (containing 640 x 400 pixels). This is then

optically reduced onto an optically addressed

The structure of the optoelectronic cellular spatial light modulator (OASLM). This is a

processing system is shown in Fig. 1. The parallel aligned nematic liquid crystal (PAL)

processing plane consists of an array of SLM manufactured by Hamamatsu Photonics

optoelectronic processing elements (PEs), each of K.K. and has a resolution of 50 lp/mm [3],

which receives optical input via a photodetector allowing pixel sizes of 10-20 pm to be obtained.

(PD) and provides an optical output via a light

emitting diode (LED). The design of the Several simple feature detection operations have

processing elements is based upon that recently been demonstrated with this system. A binary

described by Ishikawa et al [21. Each PE can CGH was designed by use of the simulated

annealing algorithm [4]. This encoded a

w 9 S9 9
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convolution kernel which was designed to give a Processing

maximum response to groups of three isolated-a

pixels in the input plane. Bipolar interconnection

weights were achieved by using alternative rows

in the output plane -resent positive and 131) PELED

negative values. Ever,. -.,,y this operation may B
be performed by the use of an array of bipolar

photodetectors. In the experimental system this

was emulated by measuring and subtracting the RFCONfiguIbI

intensities in alternate rows of the output plane Figure 1. A looped optoelctronic cellular

with a CCD camera. Several input patterns were

presented via the LED array and it was found processing systern:(PD - photodetector, PE -
tha th sytemwasabl torelabl difrvh~ processing eleme--nt, BS - beam splitter, L -that the system was able to reliably differej-0ate F ui rta so ml n)Fourier transform lens).

groups of three isolated pixels as requF- i.

interconnection accuracy was found to be -.-21%M ,.A G Kirk , T Tabata, M Ishikawa, 'Design of
for this operation. This errror was dominated by

the relatively large non-uniformity (16%) of the ai optoelectronic cellular processing system

LED array intensites at the exit plane. The with a reconfigurable holographic

remaining 5% was due to errors in the CGH. ,Apled Ovtics 1994 (to appear).

2. M Ishikawa, A Morita, N Takayanagi,

By updating the hologram pattern on the LCD 'Massively parallel processinS system with an

the interconnection kernel may be modified, thus architecture for optical cornputing', in Optical

allowing a programmable SIMD processing Computing Technical Digest 1993, (OSA) 7 272-

system to be obtained. Further work is required 275.

to reduce the interconnection errors in the 3. N Yoshida, N Mukohzaka, T Hori, H Toyoda,

experimental system and to improve the high Y Koboyashi, T Hara, 'Optically addressed

insertion loss. This is caused by the small liquid crystal phase only modulating spatial

hologram aperture together with the long focal light modulator' in Spatial light modulators and

lengths (2m) of the Fourier transform lenses and applications Technical Digest, 1993 (OSA) 6 p

the Lambertian nature of the LEDs. We will 97.

present techniques by which the performance of 4. M R Feldman, C C Guest, 'Iterative encoding

this system may be improved and will consider of high efficiency holograms for generation of

issues of scalability. We will also demonstrate spot arrays', Opt Left 14,479-481,1989.

that analogue interconnection weights may be

achieved by the use of this approach.
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ABSTRACT
Two digital optical computing architectures are being developed for compute intensive

applications. A 32-bit digital optical processor has been implemented in hardware. Develop-
ment efforts are underway to design miniature high performance Dptoelectronic computing
(HPOC) modules.

INTRODUCTION
Two digital optical processor designs are being developed for hardware implementation.

A second generation, 32-bit, digital optoelectronic computer (DOC H) prototype has been
demonstrated at peak speeds of up to 1012 binary operations per second. DOC H is fully
programmable and operates in a UNIX environment running RISC microcode. The 64 channel
prototype operates at the 5000 photon per gate level, which is equivalent to 1.2 femtoJoules (fJ)
per bit.

HPOC modules are being developed which exploit the same optical principles as DOC
U. This new architecture integrates rn-V technology with global (multi-dimensional) free space
"Smart" optical interconnects. These low power modules are designed to operate at speeds up
to 10" operations per second. It is anticipated that each module will be less than 10 cubic
centimeters and will yield 1 million optical interconnects.

DOCII
The hardware consists of two primary D",.,K.A,•-S N A

assemblies (Figures 1 and 2): the illumination
assembly (Train A) and the modulation relay 5- M,..,,t -- *

assembly (Train B). Both trains, which are _•,...,,d,
optimized for maximum throughput at 837 nm, 3 ,,., &
are positioned on a 36" x 48" optical table which M--.
is packaged in a optoelectronic cabinet.

The system architecture is based on a NW
lxl parallel interconnect topology. At the
microcode level, each instruction can be written as
a series ofparallel combinatorial functionals. Data a P"AM

re-use at the control mask is achieved by operating Fr 1: DM 1 layout
on the data several times within one instruction.
Up to 128 selections (logical functionals) of 64
input signals can be computed every 10 nsec. The
selection occurs by use of a control mask which is
clocked into the spatial light modulator (64 x 128
input control data matrix). Thus, the processor
can achieve an optical data carrier fan-out of
1:128 and a control logic fan-in of 64:1.

Current compute intensive applications
include RISC emulation, full text data searches,
and multimedia database development. Fqgie 2I PWbom of DOC t layout

0 0 0 O
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HPOC Modules
HPOC modules are being developed to provide a high speed, low power inter-module

enhancement to GaAs logic families. The architecture exploits optical interconnect technology
[ 1-2], and capitalizes on the advantages of "Smart" global interconnects which include high fan-
outs and fan-ins, low power consumption, high algorithmic efficiency, and high noise margin.
Because of the high fan-out /fan-in capability and high clock rates (100 MHz+), wide word
processing is realized. This is accomplished by increasing the number of multi-input gates
thereby decreasing the number of gate delays.

Figure 3 is an example of a "Smart" interconnect where the fan-in is N bits wide. When

an arbitrary digital wide word is represented in its -

complemented form, the detector acts as an OR -
gate, literally performing a Boolean summation on 5
the wide-word. After electronic inversion and
laser emission, the output light represents the N-bit AND product of the input bits. Consequently, r7*

a single gate delay with 64-bit AND gates is 0 %

possible. These structures may be arbitrarily
expanded to any digital function required such as Figure 3: Simple example of *Smart" interconnect which

wide word addition, counting and floating point dieoistrates DeMorpn's theorem on free space optical

multiplication structures. inteconnects to achieve a wide input AND function

Each interconnect module consists of
an array of 2-dimensional GaAs DANE (Fi gure
4) cells and a diffractive optical interconnect
element (DOIE). "DANE" is an acronym that
refers to a "Smart" pixel which [1] detects
light, [2] amplifies the result, [3] negates the
result (inversion) and [4] emits the Boolean
value through the output laser. DOIEs

cam - selectively image each element on the DANE
04,,pa•, .• m,.,,i array to predetermined positions on the next

O mfta aw bowaM=W*UWma DANE detector plane. The logical functions
performed by the combination of DANE and
"Smart" interconnects are Shannon's minterms

Figure 4: Single stage global free space "Smur" (functionals) at the photodetector array and the
interconnect module utilizing DANE witching summation ofmintermsorcomplete instructions
device to form ubm" minuterm at the logical summation of the laser array.

In Figure 4, it is possible to expand both the 4 input arrays to two dimensions and the linear
DOTE arrays to two dimensions. The DOIE arrays are performing a 4 dimensional interconnect.
The input is written X), the control mask is 1 and the output may be written f. where a two
dimensional array of minterms is generated. 'Each minterm generated in the output array can
consist of up to P"j Boolean variables. Equation 1 summarizes the 4 dimensional interconnect
scheme:

x3
=j 141 = rl rl (1)jk

HPOC modulesare being designed to solve compute intensive algorithms forapplications such
as data compression, data encryption, artificial intelligence, high speed switching, numerical analysis
and finite element analysis. MCM communications applications are also being pursued because the
global technology allows for increased fan-in and interconnect density.
[1) J. W. Cohnm F. tambe, H. Kung & R. AhWa, -Opta Innects for VLSI Systems, Pkmc. MM VoL 7 21984.
(2] J. W. Goodm "Opti,,cs amln nmectTedmuiogy" in H. H. Aren•ult, T. Szoplik, B. Macukow, 'ptcal Pceueing and
CampLaing, 1969 Ackmlaic Pfess Inc., Boston.
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Abstract - This paper presents the physical design and demonstration of an optical content-addressable parallel
processor (OCAPP). We present the optical implementation of our laboratory prototype and discuss the experimental
results of a representative string search.

~4 L,,, bm(L) aM"~

2-DOpdcr N ,MI .... . ..... G]RM9t Pme ( Ad) - 2pOa

Fig 1: Structural organization of OCAPP.

Summary - The demand for high-speed parallel processors, stimulated by applications such as real-time control sys-
tems and database processing, encouraged researchers to seriously consider the use of optics for solving the problems
experienced by conventional architectures. Our original research in this area led to the development of a new architec-
ture called Optical Content-Addressable Parallel Processor (OCAPP)[1]. The architecture is designed to exploit optics
advantages fully in interconnects and high-speed operations. This paper discusses the physical implementation of an
experimental prototype version of OCAPP. that we are constructing in our Optical Computing and Parallel Processing
Laboratory at the University of Arizona. We begin by first presenting a brief overview of the architecture, which is
then followed by the layout of the optical system and photographs of the system's experimental results.
Architectural description of OCAPP:

SHafimaiof-iso (172MxW)

M Lweq 1.2 1.3 L4 CLI CCDI
f-1SO f.500i f-,150 1150 (1721x1)

Fig 2: The optical system for the experimental OCAPP.

Fig. I illustrates the structural organization of OCAPP. The architecture consists of the selection unit, match/compare
unit (MCU), response unit, output unit, and control unig(not illustrated). The selection unit is an n x m bit storage
array loaded in parallel from optical memory. Word and bit-slice selection logic allow the enabling/disabling of words
and/or bit-slices as required. The output of the selection unit is processed by the MCU where the parallel matching of
the storage array and the I x m interrogation register (I) occurs. The I register stores the comparand(s) of a search. The
processing capability of OCAPP relies on the results of equivalence and threshold comparisons between the I register
and a multi-element data set known as the 2-D optical data array. An equivalence comparison determines if two words
are equal or not equal while a threshold comparison determines the relative magnitude of an inequality. Three n x 1
bit output registers; R, G, and L result from the MCU operation. A one in the R register denotes the equivalence of
the I register with the corresponding row of the enabled storage array. Accordingly, ones in the G(L) register indicate
words of the storage array that are greater(less) than I. Meanwhile, the match/detector bit signifies that at least one
word of the storage array matches I. Extended versions of the architecture make use of the single-iteration thresholding
algorithm f2] to process threshold searches in constant time. Based upon the contents of the R, G, and L registers, the
desired words of the data set are transferred to the output array by the output unit.

'Tbi resarch was sapport by as NSF gnat No. MIP 9113658.
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Optical Implementation of OCAPP: Our system uses a mixture of electronics and optics. To begin, all of the electronics
are controlled by a Motorola M68HClI microcontroller board. The spatial light modulators (SLMs) are active-matrix
liquid crystal televisions (LCTVs). Instead of using frame grabbers to write the LCTVs, we interfaced video generation
ICs to the microcontroller to generate a composite video signal of the pattern. After the patterns are written to the
LCTVs, linear CCD arrays detect the result which is then digitized by in-house circuits.

A detailed illustration of the optical system appears in Fig. 2. The system is sourced by an Argon laser. The beam
passes through a half-wave plate that aligns the light polarization with the liquid crystals in LCTVI. The diffuser
makes the intensity variation of the data beam more uniform while also reducing the double-slit interference effects
due to the pixel apertures. Lens LI collimates the source beam. The combination of the first two LCTVs forms a
vector-matrix multiplier. The I register is loaded into each row of LCTVI while the 2-D optical data array is loaded
into LCTV2. Multiply writing the LCTVI pattern eliminates the beam expansion optics necessary for vector-matrix
multiplication. The result is then split into two paths. The path reflecting off the beamsplitter is spatially filtered and
imaged onto CCD1 by lenses L2, U3, U, and CLI. This branch performs equality searches and reports its results in
the R register (CCD1). In the other path, the bit-slice and word disabling functions of the selection unit are provided
by LCTV3. The result is spatially filtered and imaged onto CCD2 by lenses L5, L6, L7, and CL to form the G register.
The L register was not implemented because it does not demonstrate any more functionality than the G register does.

Hill Il

(a) (b) (C) (d)

Fig 3: Physical demonstration of the parallel search capability of OCAPP.

E imenta/Results: The data in our initial experiments is encoded using a dual-rail spatial encoding scheme [3]. In
this scheme, both a binary value and its complement represent a single bit, requiring two pixels per bit. The optical
matching operation is performed by superimposing the patterns written to LCTVI and LCTV2 with the incident laser
beam. Two input bits are logically equivalent if both pixels of the result are dark. Illumination present in either pixel
of a result bit indicates the mismatch of the two input bits. Two words are equivalent if there is no light in any bits
of the result.

Words are mapped onto the SLMs by partitioning the LCTV display areas into eight rows of sixteen squares to
demonstrate an 8 x 8 data array. We load the comparand 10101010 into each of the eight rows of LCTVI. Meanwhile,
the patterns 00000000, 01001010, 10101111, 00101010, *10101010, 10101011, 00001010, 11111111 are written to rows
one through eight of LCTV2. Notice that the word in row 5, highlighted by the asterisk, matches the comparand while
the words in rows 4 and 6 differ by only a single bit. These three rows ultimately determine the system's success since
the digital thresholding of the result must be capable of distinguishing perfectly matching entries from those with at
least a single mismatch.

Experimentally-obtained photographs of the data planes are shown in Fig. 3. The input patterns written to LCTV 1
and LCTV2 are shown in Fig. 3(a) and Fig. 3(b), respectively. In Fig. 3(c), we report the results of the optical matching
operation. We see that row 5 is completely dark because of the perfect match between the comparand and the fifth
entry. A single pixel is illuminated in rows 4 and 6, indicating a single mismatch between these array entries and the
comparand. Furthermore, the photograph in Fig.3(d) illustrates the output of the horizontal summing of Fig. 3(c).
Note that the column vector is vertically inverted due to the spatial filtering operation. Overall, the results display a
high contrast level and successfully demonstrate the system's ability to perform optical parallel string searches. The
CCD detects the result and reports it to the microcontroller. A new set of patterns are generated and the feedback
is completed. Please note that the architecture is not limited to parallel string searches. There are a wide variety of
applications such as knowledgebase processing, parallel sorting, etc. that are excellent candidates for implementation
on OCAPP. More details and results will be provided at the Meeting.
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Abstract. An optoelectronic database filter demonstration using arrays ofphototransistors
and surface emitting lasers connected as AND and XOR gates will be presented.

Introductlouu

Optoelectranics can have an advantage over
electronics In database operations if the parallel-
ism of optics is employed. Utilizing massively
parallel optical signals from memories such as
parallel read-out optical disks, volume holo-
grams, and 3-D two-photon memories, large sets
of records in a relation can be simultaneously
compared against a search argument [1]. In the
past much effort has been spent in developing ao
either devices for optoelectronic systems or o
systems for optoelectronic devices but very little

effort on integration of the devices with the M
systems. The database filter affords the opportu- Figure 1: The optoelectoic data filter showing
nity to create a system with modern devices optical signal flow [1].
which can utilize massive parallelism in an
application where electronics cannot realistically In the initial implementation, the logic gate
compete. Previously [1,2] we have reported arrays will utilize a hybrid interconnection of
optoelectronic architectures that function as a HPrs and VCSELs, each in separate packages.
data base filter. Figure 1 shows the current Ihe AND and XOR gate arrays have been
architecture, which requires 2-D arrays of AND demonstrated as single pixels [3].Optical gains of
and XOR logic gates. We have shown that these these hybrid devices have been measured to be
smart pixels can be realized with a combination approximately 3 and are expected to increase to
of heterojunction phototranistors (HPTs) which over 5 in the near future [3], which is sufficient
serve as photodetectors, amplifiers, and logic to overcome the losses introduced by the beam
switches; and vertical cavity surface emitting splitters between successive stages of the filter.
lasers (VCSELI) which are efficient optical VCSEL arrays (Figure 2) have been fabricated*
output devices that have a low divergence angle, and the mask set for the AND and XOR arrays
This paper describes the implementation of a have been designed and fabricated. The layout
database filter types of devices, designs for the XOR arrays (Figure 3) required

special consideration of the interconnects and
traces for the bonding pads in order to minimize
array area while maximizing the input window
area of the phototransistors. This increases the
gain efficiency of the detector and allows easy
optical coupling of the input signals. An impor-
tant characteristic of the XOR configuration is
the fact that the series connected HPTs must be
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able to conduict twice as much current as die
parallel HP~rs when both Inputs are "ON" (logic
1), which enale the current through die
VCSEL to fail below 1 and the output to be L
*OFF- (logic 0) [3]. 7his has been accomplished

by reducing the Inpu window of the parallel
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Abstra- t
Fault tolerance can be incorporated in digital optical computers using a distributed redun-

dancy technique called quadding, at an expense of quadruplicating the hardware, and fan-in and
fan-out increasing to 4.

A key requirement in a practical digital optical computing scheme is the ability to recover
from transient and permanent device faults and signal errors. This is especially critical when
using emerging technologies such as optical switch arrays which are bound to have large numbers
of device errors, and for optically interconnected systems which may suffer transient errors such
as that due to dust particles floating through the optical beams. Redundancy is the most
common technique utilized to endow a system with a limited degree of fault tolerance and
increase the system reliability beyond that given by the product of the probabilities of correct
operation of the components. However, in many redundant systems, a voter is required to
resolve conflicts between the redundant components, but a fault in the voter still produces
erroneous outputs. Although multiply redundant voters can be incorporated, a mechanism
must be included that eliminates and replaces faulty elements from the circuits, or else errors
can propagate. These techniques can become quite complex and may be inappropriate for
optical implementation. Another approach is to distribute the voter throughout the circuit
using the technique of quadded logic.fl-3] In quadded logic, 4 copies of the circuit are produced,
then interconnected in a permuted fashion that allows isolated errors within a quadded block
of elements to be detected and corrected within the next few layers. This is often considered
an expensive approach to fault tolerance, since it multiplies the hardware by a factor of 4, and
doubles the fan-out and fan-in of the elements. However, the optical implementation of quadded
logic in a regularly interconnected system has some attractive features as shown in Figures 1
and 2. The depth of the circuit is not increased, just the width, so no additional delay or
speed penalties are imposed. The interconnections between the quadded circuits are reasonably
regular and may be amenable to optical implementations. These interconnection topologies
are reminiscent of optical crossovers, and might be implemented with a similar technique. One
possibility is to interleave the original circuits on rows separated by 4, and interleave the quadded
duplicates at the intervening positions. The same basic architecture of shuffles or crossovers
within the rows can be performed, and holographic interconnections within a quadded set of 4
rows might not overly increase the system complexity.

The operation of a quadded system based on a regular logical structure is illustrated in
Figure 1. Device errors are indicated as signals in boldface type. For example z = 1 should
be represented at the input with four l's, however the last input is in error. The quadded
interconnects in the first layer mix the signals from the first two and last two redundant inputs,
represented as (12,34). This corrects the NOR gate subcritical error 1 --+ 0 in one step. On
the other hand, the input error for 2 is a critical 0 --+ 1 NOR error, which is converted by the
first layer quadded interconnect to two subcritical errors, shown in italics. As long as the next
layer of quadded wiring mixes the correct and erroneous signals, these subcritical errors will be
corrected in the next layer, and this is accomplished by mixing the odd redundant signals and
the even redundant signals, represented as (13,24). Similarly, errors introduced throughout the
logical structure can be corrected, unless they appear too close to another error. As a result
error free outputs are produced.
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The regular, layered structure of the conventional digital optical computer interconnects
is eminently suited for quadding without the complexities encountered in random logic. In
addition, the quadded interconnects take advantage of the capabilities of the optical intercon-
nects to accommodate complex wiring topologies. The isomorphism between the (12,34) and
(14,23) quadding patterns with crossover interconnects should allow efficient implementation of
quadding in crossover networks, and in these regular structures only two alternating quadded
patterns are needed. Alternatively, by placing the redundant quadded logic devices in a sparse
topology then a shift-invariant interconnection can be utilized. The example shown in Figure
3 shows that the (12,34) and (13,42) quadding patterns can be implemented with a fanout of
3, light efficiency of 66% and device packing densities of 66% a.d 50% respectively, while the
quadding pattern (14,23) requires a fanout of 5, and achieves a light efficiency of only 40% and a
packing density of only 44%. Quadding as 2 by 2 blocks allows 2-D shift invariant interconnec-
tions with 44-50% packing density. For these shift invariant topologies the (12,34) and (13,42)
quadding patterns should be alternated.

This approach to redundant fault tolerant digital optical computing may allow the utilization
of devices with increased probabilities of failure without an unacceptably large system reliability
penalty. Such an approach may be required in order to make practical and reliable digital optical
computers out of simFj arrays of unreliable switching elements.

The author acknowledges support of the NSF young investigator program ECS 9258088.
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Figure 1: Error correction operation of a quadded regularly interconnected system.
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Figure 2: One possible 3-D topology of quadded regular in- Figure 3: Sparse device layout
terconnections. for shift invariant quadding.
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Abstract:

Considerations on number representation are introduced to
make use of the advantages of optics in computer architectures.
Specific optical systems are proposed for CORDIC algorithms and
for discrete transforms.

The recent developments of bistable or fast switching optical components (S-SEED,
combination of laser diodes and photodiodes) do not alone imply that optics could be
an alternative technology for high speed parallel computers.

Generally the need for a duality between algorithms and optical implementations
is not considered. In this paper we focus on number representations and give some
examples of optical processing architectures. We distinguish two well known number
representations: the position number representation and the residue number represen-
tation.

One of the most widespread position number representations is the binary number
representation used in electronic digital computers. This number representation is
imperfectectely suited to optical implementation because of the sequential nature
and of the limited spatial representation which reduce the ae'vantages of optical
implementations. The signed digit number representation, introduced by Avizienis [1],
is a possible alternative. This representation permits carry free parallel processing
with a number of steps independent of the length of the number representation. If
pattern recognition method is left aside, it is then possible to implement efficient
algorithms based on elementary operations. CORDIC algorithms [4] are initially
developped for binary number representation and need only additions and shifts. We
demonstrate that CORDIC algorithms were also adaptable to modified signed digit
number representation. We then propose an optical implementation which takes
advantage of an incoherent illumination, spatial optical number encoding, parallel
processing and low cost devices. A 25 MHz operating frequency is expected for an
all optical comparator of modified signed digit numbers.

CORDIC-like algorithms could be written for higher radices which allows a more
suitable spatial encoding for an optical processor. The position number representations
are not optimal because they do not take full advantage of the parallelism of optics and
optically addressed component arrays.

The residue number system [2] reduces the operation complexity by dividing the
number representation into small independent integers. In this way, the quadratic
residue number system allows computations on complex numbers. The spatial positions
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of spots of light could be a possible optical representation. An operation is then
easily obtained in one step by looking up the result in an optical memory. This
addressing method permits parallel processing for all residues. We implement this
number representation in butterfly structure for discrete transform computations [3].
The regular aspect of optical interconnections in butterfly structures is the most
attractive property of a passive and parallel optical network. Each node of this network
is made of an optical lookup table structure which performs computations on complex
numbers.

For each mathematical number representation, specific algorithms are developped
and benefit from the properties of optics. From our point of view, it is advisable to
use only optical codings which are based on the binary intensity modulation of light.
In this way, optical implementation could bring, for example, solutions to problems of
interconnection in electronic parallel computers

1 Avizienis,A., Signed-digit Number representations for fast parallel arithmetic.
IRE Transactions on electronic computers, EC-10 (Septembre 1961), 389-400

2 Huang, A., Tsunoda, Y., Goodman, J.W., Ishihara, S., Optical computation using
residue arithmeticApplied Optics, 18, 2 (15 Janvier 1979), 149-162.

3 Truong, T.K., Chang,J.J., Hsu,I.S., Pei,D.Y.,Reed,I.S., Techniques for computing
the discrete Fourier transform using the quadratic residue fermat number systems
IEEE Transactions on Computers, C-35, 11 (Novembre 1986), 1008-1012.

4 Volder, J.E. The CORDIC Trigonometric Computing Technique. IRE Transac-
tions on electronic computers, EC-8, 3 (Septembre 1959), 330-334.
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Abtucd: The design of micro optical systems has to consider features of the micro optical components. We
introduce design concepts for micro optical systems exemplified at a system for symbolic substitution.

Itauý jducIo: Systolic arrays represent a concept for developing highly parMel computer system using
regularly interconnected simple processor arrays 11]. We have recently demonstrated that systolic arrays can be
easily mapped to symbolic substitution rules [21 and thus can be implemented optically. We have constructed an
optical pipeline adder based on systolic arrays, which was realised with macroscopic optical components.

This adder consisted of an array of 8x8 half adders, performing a full addition of 8-bit, dual rail coded numbers
in a pipeline within 8 iterations. The active array consisted of 16x16 pixels. From space-bandwidth
considerations one can derive that the imaging of an such an array requires only lens-diameters of a few
hundred microns. Consequently the siz of the whole system can be reduced into the submillimeter range using
micro optical components. A concept for such a miniaturismg of free-space optical systems was recently
presented [3,41. With this stacked approach, the packng density and the connectivity of three-dimensional
optical systems can be utilised better that with planar integrated optics.

* ; I I

Desipg Concepts: Here we try to build on this
integration concept in order to conceptually first
realise a miniaturised version of the optical pipeline - !
adder and then to generalise this architecture to I
impleme general systolic array alrchitetres. The K K >
concept takes the features of micro optical
components into account and is thus compatible with Input output
fabrication constrint. Fig. 1: Multiple imaging system

The optical pipeline adder consists of a recognition
and a substitution part. Each part is realised by a sequence of two multiple imaging systems (MIS). Active
components (NOR- Rad OR-gate arrays) are located at the exit of each part. MIS (fig. 1) consists of two
Fourier transform stages, which are constructed as light pipes, because this configuration offers best light
efficiency and resolution [5].

The complete sequence of components, needed to realise a substitution system is shown in fig. 2. This stretched
out version could in principle be realised by a stack of optical components.
There are, however, a series of issues that have to be addressed

Fig 2: Complete symboic substitution stage

First, the number of layers, to be stacked, is very large in this version. This may cause problems in aligning the
system.

Second, the active device in the cemre of this sequence would have to be realised in transmission mode, which
is undesirable both for thermal and for connectivity reasons. A more realistic design should place the active
compoentsm at the ends of the stack Thus a folding of the system is necessary.

The first version of folded systems, shown in Fig. 3 is a straight forward step from the multilayer approach to
fewer layers, since the deflecting mirrors perform both functions, the folding of the system and splitting and
shiing of data planes. The spice between the light pipes, needed for the deflecting mirrors, requires a pupil
between the mirrors to prevent vignetting. This is not compatible with a layered structure, since the pupil would
have to be oriented perpendicular to the subMate surace, in order to be located in the centre between the
mirror.
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in ut Anodthr limitation of this configuration is that the location a of Uth
pupil has to matisf the condition D r. a :5 f2. TUheuagest numeric
aperture (N.A.) is achieved for miniml a. Thus the bedt

......-.-..... configuration D - a 112 results in a maximum N.A. of 0.5.
The light efficiency is determined by the diameter of the pupil, which

Pupilis gOven by Wp(a) - D(l.W4M.

In our second approach (fig. 4) we insert Uth mirrors into the light
----- pipes. Here all components are arranged in separate layers and no

vertically oriented components are necessaay. In this approach, we
move Uth image plane away from Uth input data plane. 7lit N.A. is
also limited by the increased distanc resulting from Uth double
miror reflection. The minimum distance between lenses is 21),

Fig. 3: Fourier folded MIS resulting in a maximum N.A. of 0.5. Here beam splitters are
necessary, which can be implemented by Uth LIGA technique [6].

hiput Recognition Stage

Intr~cDenteiacstage

output S ksitto Stage

Fig. 4: Full folded suibstitution, with active components at Uth ends of th layer structure

In a next step wec can expoit the fact that Uth required shifts in two successive stges are identical. Thus Ute
smie hardware can be used in the forward and in Uth backwad direction, if a reflective array is placed betee
these stages (fig 4, right side). This scheme can be replicated infinitely above and below. Thus Uth initially
stretched out system can be arbitrarily cascaded to achiev complex systems and also make full use of Uth
aviable subtrate area.

[11] W. Erhard, D. Fey Parallele dtitial optlsce Recheneinheiten, B.O.Teubner, Stuttgart. 1994
[21 D. Fey, IC -I Brenner Digital optical witJUweic based on Systolic Array and Symnbolic Substitution Logic,
Optical Computing 1, 153-167, 1990
[3] K4-lI Brenner, Techniques for integration of 3D-optical systems, SPIE Proc. Vol 1544, Miniature and
Mlicro-Optics, San Diego, p. 263-270, 1991
[41 IL-IL Breener Three dmensional microptical integration techniques, SPIE Vol. 1806, Proc. of th 16th
Congress of ICO 199, Topical Meeting on Optical Computing, Mins*, p. 98-104, 1992
(51 K4L- Brenner, W. Eckert, C. Passon Demonstraton of a systolic aivy optical adder based on symbolic
substitution, Optics & Lase Technology, accepted Jan. 1994
16] I.L- Brenner, Ki Kufthr, S. Knfner, S. Moisel, J. MGIle, A. Sinzinger, S. Testorft K Gottert, J. Mohr
Applications of LIGA conmponents in three-dimensional microaptics, AppI. Optics, 32 No. 32, 6464-6469, 19M
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Abstract

Differential pairs of pnpn photothyristors, which behave as comparators with optical inputs and outputs, can be
used with laser speckle to implement sigmoid updating probability processors and thus used in stochastic
information processing.

Introduction

In optimisation techniques, the simulated annealing algorithm is widely used. It is based on th, iterative
procedure of an elementary stochastic operation which provides acceptance or rejection with inoid
updating probability

P(F)= lI[l+exp(-F/T)] (1)
where the parameter T is called the temperature and should decrease slowly over time (annealing) to reach
energy minimisation. F is called the force and is related to energy gradient. We will show that, when
combined with speckle illumination, a simple processing element (namely a pnpn photothyristor) can perform
this stochastic operation.

Optoelectronic elementary processors arrays are essential to the development of reliable high-speed paralk,
stochastic processing units. Many different optoelectronic devices could conceivably be used in the elaboration
of new algorithms: SEEDs, optically activated VCSEL, etc. Pnpn photothyristors are particularly weil-suited
for these applications. These devices, first introduced by Jacques Pankovel and his co-workers, associate rapid
and easy operation with high sensibility by combining light detection and emission in a single unit. The basic
pnp/i photothyristor acts as a simple light activated diode. This GaAs device has two stable operating points:
when OFF, the impedance is high and no light is emitted, and when ON the photothyristor conducts and emits
light. The pnpa photothyristors are most useful when two of them are combined in a differential pair2. This
mode of operation is obtained by connecting two photothyristors in parallel. The voltage source applied to the
pair is a three-step voltage sequence corresponding to reset, light detection and light emission. The differential
pair of photothyristors can be viewed as a simple comparator, the photothyristor which has detected the highest
intensity turns on.

Differential detection of random speckle

Laser speckle, as a means of generating high volumes of random numbers for parallel processing, offers great
flexibility and easy implementation3. By differential detection of two speckle intensities, a random signal of
zero mean is created and thus an easier implementation of a symmetric output probability function is allowed.
We illuminate a differential pair of pnpm photothyristors with an homogeneous random speckle pattern. As
usual, the photothyristor detecting the most intense speckle will switch on. We can calculate this switch-on
probability by relating it to the speckle probability function. The speckle intensity I on a detector can be
statistically described by a gamma probability function where the only parameters are the mean intensity of the
speckle field and the number of degrees of freedom of the detected speckle 4. To simplify the analysis in this
paper, we will reduce the gamma probability functions to gaussian ones. This approximation is valid when the
number of degrees of freedom is large - in practice greater than 10. The switch-on probability is simply the
probability that the first incident speckle intensity I, is larger than the second one 12. We also implement the
force FofEq. I by illuminating the first photothyristor of the pair with an additional laser beam. The resulting
switch-on probability P(F) of the first photothyristor is given by

P(F) =p(I1 +F> 12 ) =p(12 -11 <F) (2)
The random variable (12-11) is the difference of two known gaussian random variables having the same
statistical parameters. The probability distribution of the new random variable will be a gaussian probability
distribution of zero mean and double variance. Therefore, the probability that the pnpn where the additional
force F is applied will switch on is

V V O.



MP36/ 100

M F exp MN(x/2 <I>:,)2]dx, (3)

whicha mly an Ed f iction. This Edffianction is Oqual to the sigmnoid of Eq. 1, with a high degree of
accuracy, -rvie that

This temperature is found by fitting the slpe oftsgmoid and of the Edf function for F60. Consequently, a
diferetia pair of photothyristors illuminiated with a speckle pattern should implemnent the stochastic updating

operation of Eq. 1.
Experlimetal results

Speckl fieldThe first tests of the difierential operation described
above were made with the experimental set-up shown
on Fig. 1. The two photothynistors of the differential
pair used were identical squares of 50x50 pm2

Fiber~qft Dfenta pair separated by 15 pm. Two laser illuminations wr
4. U~drS~dyused. First, a specke pattern created by the modal

noise of a step index fibre was used to randomly
illuminate the pnpn integrated circuits. The

Fig. 1 successive generation of time independent speckles
Laser diode was ensured by a rotating diffuser inserted between

the lase source and the fibre input. Then, a laser
Switch-on prObability diode was imaged onto one of the photothyristor of the
.. ..... pair, thus acting as the force on one of the

photothristor.

i~ght emission was recorded by imaging onto a
photodiode the photothyristor which was not

Fig. 2 illuminated by the force. We synchronised the
0.6 detection with the voltage alimentation of the pair.

The data points are computed switch-on probabilities,
0.4 -each corresponding to the average of 5000 intensity

measuremuents. Experimental results are shown on
0.2 Fig. 2. Three sigmnoid updating probability curves,

corresponding to three different temperatures, are
shown. According to Eq. 4, these three curves were

FO*IJ dobaned with three different values of the mean
so -30 -10 10 30 so speckle intensity (I). Since the temperature

determinies the amount of randomness in the updating
operation, large values of T correspond to large values of (I>. To show the obvious sigmoid characteristic of the
rePonse - curves, the sigmioid updating probebiliie of Eq. 1 were fitted to the experimental data points. Note
that all the siganoid curves are shifted to the right. This shift corresponds to the smallest energy required for the
correc switch-on operatio to take place and was caused by intrinsic asymmetry of the pair. It corresponds to
an energy of about 5 pJ.

Processor architecture using this stochastic operation for low leve imag processing with arrays of pnpns will
be discussed at the conference.

IL. L Pankave et al. A pupa optical Mitch, SPIE vol. 963, p. 191, Optical Computing 88, 1983.
2P. Hwuemans h Kugjk, Xt Voundck, 0. Borghs, Fast &wd sensifive two-terauinal dowbir-heterqjwzction
aptical d~ihwstors, Mficroelectronic Eng., 19, p.49, 199.
3P. Ldalane et al., 2-D generation of random nmonbers by naulfimode fiber speckle for silicon arrays of
proIen elements, OpL Comm., 76, p. 387, 1990.
4 3.W. Goodman, *Statistical Properties of Laser Speckle Patterns¶ in Laser Speckle and related phenomena,

MC Dainty, ed., Chap. 2 (1975).
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Multistage Interconnection Network with Wide Format Optoelectronic Switches
and Optical Control for Massively Parallel Processing.

Valentin N. Morozov
Opmelectrn* Computing Systems Center

University of Colorado at Boulder,

Boulder, CO 80309-0525, USA, Tel. (303) 492-0478

Abstract

Massively parallel processing (MPP) requires interconnection schemes for switching entire
computerwords in paralleL A wide format switch, based on free-space global interconnects
and optoelectronic ExOR gates and capable of switching computer words in parallel under
optical control is proposed. Distributed and centralized routing control is discussed and
hardware realization is proposed.

Summary

L Objective

Massively parallel processing requires highly parallel communications, and such
S"- has become a bottleneck with conventional electron implementations because of

the technological limitations of electrical interconnection in terms of area, latency, and power
dissipation [1,21. Tee are many efforts in fe-sp in enection systems [31. As
anue, these efforts ar best suited to app-icanions but not to the comput" area.
In compu•r apliaTions entire computer words consisting of 64-128 bits should be switched in
time simultaneously. This requires the design of a wide-format-switch (WIS) with the miniml
number of switching and processing elements to achieve minimal latency and the highest possible
bit rate uansmission.

I1. Approach to the Solution of the Problem

The basic building block for multi-stage interconnection networks (MIN) is the 2x2
crossbar switch. If A and B are inputs, the outputs of a cross-ber switch are: D = AC +BU and
E-BC +A?, where C is the control signal. IfC -1, theoutputs wreD=AandE=B(bar
state), but if C = 0, then D = B and R = A (cross state). There are many ways to implement the
cross-bar switch function through complete logic function sets. For example, a wide-format-
switch (W/S) for cross-bar switching could be implemented through an optoelectronic ExOR gate
ary and free space itrnnects An 8x2 WIS implemeintatin for two 8 bit computer words is
shown in Fig.1. The interconection pattern for two digits is shown only. For an even number of
MIN stages, input and output words will be in the same representation system - no additional
complementing will be needed. Notice that the control signal C is applied to all of the bits in two
computer words, thus achieving switchinp of the entire words simultaneously and in parallel.
Major advantageous of optics, such as - sinificantly larger fan-out than in electronics and less
power for long, off-chip runs, ar used in this design.

IIL Control Issues

A Multistage Interconnection Network is a practical compromise to create an
inteconecinn mechanism that allows each processor to connect to only one other processor at a

• , am ,mw mmmmmlmlmi fimllammli~- I.. . . .
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time but this interconnection patter should be dynamically reconfigurable. The routing control
for multistage networks can be centralized or distributed [2], and both of these techniques could be
implemented in a MIN with WESs. In distributed control the destination address propagates in
parallel to the message, thus eliminating latency associated with address decoding. At each step
only part of the destination address is decoded. In centralized control, paths are established via a
controller which knows "a priori" the most efficient switch setting for a given permutation. An
optoelectronic controller that could be used for the centralized control of a MIN has already been
proposed by us [4]. In the holographic ROM, which serves as the interconnect path memory,
routing paths are pre-recorded, and the desired paths are selected by the input OP Code. There is
an internal feed back loop in the controller which gives rise to the possibility of reconfiguring the
path routing automatically in accordance with the programs stored in the holographic memory and
in the MPP executing routine.

Output

7C0 ++7C -C
ExORgate . - . ..
array

Hologram array with
fixed interconnects

Fi9.1 Two input - two output cross - bar
b7 b6 bsb4 b 3 -b-b o NC switch for 8 bits computer words

Input

IV Hardware realization.

As far as practical implementation is concerned, the proposal for hardware realization,
based on an ExOR smart pixel array and holographic interconnects will be discussed. The
important issue is mean-time-between-failure of the newly proposed interconnecting scheme.
Factors affecting the BER in this free-space interconnected scheme will be considered.

Support for this work was provided by the University of Colorado Optoelectronic
Computing Systems Center.
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Simulation and benchmark of a new algorithm for the Optical
Cellular Image Logic Processor

Marc P.Y. Desmulliez, Brian R. Gillies, John F. Snowdon and Brian S. Wherrett
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Abstract

A shortest path hunt algorithm is simulated for the Optical Cellular Logic Image Proces-
sor. Its efficiency is compared with its serial implementation.

In 1961, Lee developed a maze algorithm capable of finding the shortest connections between
two given points within a rectangular grid filled with obstacles (1]. For this algorithm, the near-
est neighbours of the starting point are marked. The labelling is repeated in increasing order to
the next nearest neighours until the finish point is reached. The shortest path is then found by
tracing back the increasing sequence of the labels generated by the expansion process (figure la).

The shortest path hunt algorithm was later derived for single instruction multiple data (SIMD)
computers within the logic image algebra formalism [2, 3]. The optical implementation necessi-
tates however, at certain stages, a fan-out corresponding to the number of elements of the grid.
The new version presented here utilizes a four-nearest neighbour interconnect such as in the
optical cellular logic image processor (0-CLIP) [4]. The O-CLIP implementation of this algo-
rithm has been simulated by a distributed array processor (DAP). Results of this simulation and
benchmark to the serial Lee routine version will be presented.

A schematic of the O-CLIP architecture adapted to the algorithm is shown in figure 2. All
the information as to the labelling of the elements can be held on just three label planes, which
greatly eases the programming of the O-CLIP. Three different labels are in fact the minimum
number needed to trace the shortest path from the finish point back to the starting point (figure
1b).

References

[1] C. Lee, "An algorithm for path connections and its applications", IRE Thain. Electron.
Comput., EC-10 , 346-365 (1961).

[2] M. Fukui and K. Kitiyama, "Image logic algebra and its optical implementations", Appl.
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[3] M. Fukui and K. Kitayama, "Applications of image logic algebra: wire routing and numerical
data processings", Appl. Opt., vol. 31, 23 , 4645-4656 (1992).

[4] BS. Wherrett and J.F. Snowdon, "Prospects for optical computing devices based on bistable
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An OptoelecIronic Hybrid Parallel Multiprocessor System

Ykmo Zhang, Wenymo Uu, Go Zhou, Yong Wang, Dongjun Sun, Xkoqing He
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Abstrat In this paper the architecture of a 3D O-E hybrid multiprocessor is proposed. And
the O-E hybrid interconnection network is used fo)r this system.

1. The architecture of the optoelectonic hybrid parallel multiprocessor system
A optoelectronic hybrid parallel multiprocessor system is building up in our laboratory, in

which there are three sages' processor arrays (2DPA); the optical interconnections are
employed between these arrays, as shown in Fig. 112. Its architecture is the 3D pipeline.

(PA), (S), (S) 2 , (SM,) (SN),W
A/D A-TY(A 2(N, (SN), N~(N 3 P) / m(SN12MAnaemn 31pue (MAC3)O ff

A I I "/' ýS- M

Gobal M=Moi (GM)

Fig. I The scheme of 0.hybrid parallelmutiproceorsystem

(2DPA)--= P 3 M u,; ()-Pfmc U AfnqMMO (SN)-SAww Neiwuk; (LA)-L.-
AIMu; (DA)-P-D•b MW. OC)---opbC hucd; (COE)-O.E h~td Iammmamam Nawak.

Every two dimensional O-E hybrid processor array (2DPA) comprises NxN processing
elements (PEs). The intecnnection in 2DPA is electronic. It can be easily reconfigured into
various topologies.

2 O-E hybrid Interconnection network
The optical interconnection provides the comm---unication of two PEs located at two

2DPAs, respectively, in the third dimension. Then it can be described as follows:
(2DPA). (PEij)<*(2DPA) (PEkI)

where nm•1,2,3 and ij,kl1-8. This is an O-E hybrid introneton network, showing in
Fig. 2: a) the photo of emitting array, fiber-optic channels and receive array, b) the photo of
dat tranudssion.

V V C
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a) b)

Fig. 2. a) The photo of Emitting ArrayFiber-optic Channel and Receive Array
b) The photo of data transmission

3. Implementation of topological reconfiguration
The implementation of the topological reconfiguration relays on an electrically addressing

device, that is an M x M (1/0) crossbar switch. In this system a 2M x 2M(1IO) crossbar device is

needed. So the extended complexer of the crossbar has to be developed with 3n crossbars
mentioned above. As n=2, 6 crossbars with Mx M (1/0) are used to obtain a crossbar
complexer with 2M x 2M (110). It can be easily programmed to determine which input
connect to which output by instructions.

In 2DPA, the PEs with four pairs of input/output links are interconnected each other by
using the two extended complexer of crossbars with 2M x 2M (1/0). By programming such two
crossbars, various topologies such as mesh, tree and hyper cube, etc., could be reconfigured.
Fig. 3 shows: a) the scheme of the interconnection network; b) the photo of(2DPA).

Sn',o- .• . *' .(We"

a) b)

Fig. 3. a) The scheme of the Interconnection network;, b) The photo of (2DPA)

4. Conclusion
1) A O-E hybrid multiprocessor system is accomplished.
2) A O-E fiber-optic interconnection network is used in this system successfully.

Reference
[1] Y. M. Zhang, W.Y. Liu, SPIE Vol. 1983, 1993/429-431
[2] Y. M. Zhang, et al, Proc. of LEOS' 93, 1993, 73
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Cellular Processing For Multilevel Edge Detection In
A Hybrid Optical Shadow-casted Architecture
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Calcutta 700 009, India

Abstract

A cellular image processing technique to detect edges of
gray-image in an optical shadow-casted architecture is
described. Coding of image is done for different preselected
threshold levels and edges are obtained in a single operation.

Summary

For achieving parallel gray-image cellular processing [Il
each cell Ijj of the image is assigned to a coded spatial
pattern, termed as virtual processing element ytj. The coded
spatial patterns are generated for conversion of gray-image I
to binary virtual image V, from gray pixels of the original
image, the size of which is dependent on the number of gray
levels selected. In terms of image logic algebra (.ILA) [2] the
output edge-detected state of V can be obtained by the
following operations:

0IN;NI - V IM;NI . (9,.oVTW'rwT + aOAVTW
+ a_,.oVTR*TNT o + _,a T J T

where OjM;Nj is the output edge detected state of V. M and N
are the number of horizontal and vertical cells in the image
respectively and therefore i varies from I to M and j varies
from I to N. VIM;WI and VITRWT are the input virtual image and
its inverted forms respectively. Oxy is a shift operation by x
cells horizontally and y cells vertically over an image. '+'

and 1.' are the logical OR and AND operations respectively.

To detect edges in a shadow-casted optical architecture
the input virtual image V is inverted and optically shifted
through one Vuj cell in four directions and logically OR-ed.
Subsequently the AND operation between the resultant image and
the input image Vtj is obtained by optical parallel array
logic (OPAL) processing [3). After proper sampling of the
processed image, the edges are obtained for the virtual
pattern. The processed virtual output image is then decoded to
give the edge detected image at multiple pre-selected levels.
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The proposed experimental set-up (fig.1) consists of a
pair !if four LED sources where operational kernels are
selected by proper on-off states of the LEDs for desired logic
operation. A rule is proposod for multiple level coding of
gray-level image which converts I to V. Results obtained for a
simple gray object in the actual set-up proves the validity of
the method. A computer simulated edge detection based on the
proposed technique for a tomoscan picture (fig.2a) is
presented with four and eight intensity levels in fig.2b and
fig.2c respectively.
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ABSTRACT
New abilities of image processing appearing from

introduction of controlled local connections between cells in
optoelectronic trigger medium are discussed.

1. An optoelectronic memory usually consists of
independent electronic cells with optical inputs and outputs.
We consider new abilities of optoelectronic memory arising from
local connections between cells. With specific types of
connections memory medium is able to extract (process) the
informative features of recorded images. Resolution and memory
capacity are determined by the microelectronic technology
possibilities. We will refer to a memory medium with connected
cells as CMM.

2. Consider the binary
optoelectronic memory. Every
cell comprises trigger T with
an optical input and output.
The projected onto medium
image is percepted by
photocell PC, and is recorded
by flip- over from state
T to state T (T - T ). The

circuits (photocells) for
reading (CR) and destroying
(CD) are switched off during
recording.

Uniform illumination of
all CR turns on light
emitters (LE); it restores
recorded images (when the

T -photocells CR and CD are
"turned off).

E The picture is
destroyed by flip- over

ES T2 * T1  by uniform

L illumination of all CD.
Every cell is connected

with its nearest eight
E neighbors. The connections

are of inhibitory type; they
block up connected cells,
i.e. prevents TI * T2 flip-

7 over. A special threshold
element (TE) (coupled with CD

to the arm of trigger T ) combines all connections from
2

• - 0 " 0',
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neighboring cells. The threshold control unit (TC) sets the
number of connections (N) necessary for a signal to appear at
the TE output. This signal switches the memory cell off
(T 2 T ) in the same way as CD signal does. The system also2 1

includes a connection distributor (D) and light emitter control
unit (EC). When LE is turned on, after the delay time the ES
unit switch the LE off for the whole image analysis cycle.

The main feature of CMM with the inhibitory connections is
that the memory state of the chosen cell depends only on the
number of illuminated neighbor cells which prevent to T I T

flip- over by their connections. Of course, there is also a
back inhibitory effect of the chosen cell on its neighbors.

3. We discuss the possibilities of CMM for image
processing. We assume that the minimal size of a picture
element is of the same order as of a cell size and the distance
between cells is substantially smaller than the linear cell
size.

When N = 1, the memory records only isolated elements of a
size of the order of a cell, with at least a one cell spacing.
It is not possible to record another picture elements, because
even one inhibitory connection prevents this. The addition of a
new neighboring illuminated element leads to local information
destruction.

When N = 2 the memory extracts both I- cell and arbitrary
2- cell spots. If N = 3 it is also possible to record 3- cell
spots and arbitrary lines and contours of a one cell thickness;
then the neighboring elements are connected only by two
inhibitory connections. With the increasing of N the minimal
size of recorded spots is increased, and cells in off state can
appear inside illuminated spots.

Large- pattern contours can be extracted when N 2 5: inner
cells are inhibited, whereas contour cells (which have no
illuminated neighbors outside the pattern) are not inhibited.

Analysis of pictures, maps etc. is best carried out by
"step by step" cycle increasing N from i to 8 with exclusion of
fragments extracted at the (N - 1)th step. In fact CNM can be
used for decomposition of the initial picture into fragments:
small spots, contours of large spots, lines, lines crossings,
angles, etc.

4. An important possible application is extraction of
moving fragments. The initial picture is projected onto the CMM
and then all corresponding LE are turned off by unit ES. Then
the initial picture with shifted elements is projected again.
Obviously, only emitters of the cells corresponding to recorded
shifted elements are turned on. The subsequent projecting
operations make it possible to determine the directions and
velocities of moving elements. This method is also suitable for
extraction of motionless but distinct parts of patterns.

5. The possible applications of CMM are expanded if every
cell is connected not only to the nearest cells or not only by
inhibitory connections. Activating excitatory connections (with
inhibitory connections switched off) for certain time it is
possible to enlarge the size of extracted spots and the width
of lines, and to spline indented edges.

0,-- 0 9 -V -
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Abstract

A system of oscillators with optical inputs and outputs

transforms a projected image into spatial distribution of

oscillator frequencies. Resonant excitation of different

groups of oscillators is discussed as a new method of image

processing.

1. The main idea of the discussed approach is the

following [1]. Suppose there is a matrix of identical

quasiharmonic noninteracting oscillators with optical inputs

and outputs. The image I(X,Y) is projected onto the matrix and

it leads to the change of oscillators' frequencies w :

SW 0 m C + aI(X,Y)

Hence the image is encoded into the spatial distribution of

frequencies.

Then the homogeneous pumping is projected onto the medium

through a wide aperture modulator with a harmonic regime of

modulation (frequency 0). The pumping excites only such parts

of medium which correspond to the condition: 1 (X,Y) t a.

The parametric resonance can be used by the same way.

Therefore varying 0 we can provide the parallel extraction of

regions of equal intensity. If oscillators' inputs are

sensitive with respect to light wavelength it is possible to

extract regions of certain color.

Example of a problem which can be solved by the proposed

method. A sheet of paper contains a set of patterns drawn with

different intensities (or colors). Projecting the sheet onto

the medium and using a set of appropriate 0 it is possible to

extract every pattern.
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2. We have studyed different modifications whereas th(

additional elements are used: passage of analyzing pictures

through a modulator; periodic shift of picture along the

medium; usage of background light pump distribution in the

form: I (X,Y) = 1e + F(X,Y), where, for example, F(X,Y) =

F (X 2 + YZ). Such complications allows us to realize the

following procedures: extraction of certain parts of picture;

removing small scale distortions from patterns; extraction of

contours, points of extrema; correlative comparison of images;

determination of common and distinct parts of images, moving

elements, etc.

3. Media of oscillating elements can be realized by the

several ways.

a) Matrices of microcavity lasers.

There are structures in which every microcavity laser is

integrated with a photocell for noncoherent light (2].

Informative light flow is percepted by the photocells and

changes the frequency w of laser electron- photon resonance

(W . 10s 1s-). Existing electrooptical modulators can excite

this resonance by modulation of pumping light. So we only have

to find the fact of lasers' modulation.

Matrices of microcavity lasers without photocells can

also be used when the coherent informative light flow is used.

b) Matrices of passive optical bistable elements in

regime of optical oscillations [3] can be used by the same

way.

c) Analog microelectronic matrices containing oscillating

circuits with optical inputs and outputs are convenient too.
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Abstract. An approach of "transverse Interconnection optical processor
architecture" Is proposed which allows flexible optically programmable
data exchange between individual beam channels without changing their
relative dispositions.

Using the light as information carrier implies usually that the
direction, in which data are transported In free space or In wavegulde,
coincides with the light beam direction. However, there are a number of
nonlinear optical phenomena such as transverse effects In optical
bistability that allow to direct the information flow perpendicularly to
the light beam. When studying such nonlinear transverse phenomena It has
been found that there are different steady profiles of the output
beam/image intensity for the same distribution of Input light interacting
with a bistable interference layer. The selection of a desired profile as
well as transitions between them can be easily controlled optically. It
gives a basis, for Instance, for all-optical implementation of 2D-data
shift. In this method all the stages of the Information transfer are
performed in the plane of matrix of optical elements. It provides an
opportunity for organizing the interconnections and information exchange
between neighbour logic elements/pixels within 2D-array leading to new
optical computer architectures.

In this paper the method of "transverse lock-and-clock" processing
[Ref.] is extended to a "planar - free space" optical interconnections and
circuits. The basic Idea of the "planar - free space" architecture Is to
combine the parallel data transfer between sequentially located (within
loop parallel processor) matrices of switching/bistable elements and
planar transverse Interconnections and processing within the plane of each
matrix.

In such an approach an ensemble of light beams (a digital image)
preserves the topology of their relative disposition (with no shuffle,
etc.) when propagating In free space between two sequentially located
nonlinear matrices, in contrast to other flexible interconnection
architectures. The flexibility of the Information connections between
different parts of the image is reached due to the optically programmable
transverse transport and redistribution of the different logical states of
transmission/reflection within the matrices of nonlinear elements. As a
result, the data in different individual channels are exchanged without
changing the spatial positions of the beams that carry the data along the
processor loop.

The examples of design and experimental modeling of all-optical
serial-parallel and parallel-serial data convertors, stack and associative
memory, multiplexor-demultiplexor, non-blocking crossbar, planar loop
circuits and regular networks are given (Fig.) using 2D bistable thin-film
Fabry-Perot interferometer with optical aperture of 40mm.

-- l l l.. . .
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Abstract. Operation of shift register based on propagation of

switching waves In distributed nonlinear media is studied by numerical

simulations. Comparison with experimental results is also presented.

The concept of lock-and-clock architecture for optical data

processing has been recently modified to take into account two transverse

degrees of freedom and all-optical shift register based on this concept

has been demonstrated experimentally [Ref J. Information shift in the

register takes place In the plane of matrix of optical bistable elements.

For further development of this concept an adequate theoretical

description would be useful.

In present contribution we describe theoretical model of a planar

all-optical chip consisting of an array of bistable elements that could be

coupled using transverse Interconnections. Analysis of the model is based

on solving coupled equations for light field in nonlinear interference

layer and equations that describe phenomenologically diffusion of medium's

nonlinear parameters. Light and heat energy balance in the system
"bistable layer - substrate" Is taken Into account. The approach can deal

with various types of nonlinearity, such as band-filling or free carrier

generation. In particular, we use heat transfer equations for substrate

and layer, that Is necessary when behavior of TFI with thermal

nonlinearity Is simulated.

Results are presented for switching dynamics of bistable elements at

a transition from one logical state to the other. The shift of binary data

In the chip's plane by means of optically controlled switching waves Is

also modeled numerically. Temporal, spatial and power parameters have been

k"1
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investigated that allows to optimize 2D lock-and-clock data processing

using bistable matrix. The above parameters define rates of data transfer

and processing, spatial resolution and information capacity of matrix

devices, error rate, life time etc., and are important for architecture

development. Most of the obtained results agree well with the previous

experimental data. The rate of data transfer in lntra-chip

Interconnections and in shift registers is estimated.

(a) (b)

1.401.00 |3.30

e 1.2 time .15ms 1mt 3.1

0.001 0.01 0.01 0.006 0.01 0.015
spac, cm spacec e

By way of illustration profiles of transmitted intensity for two

bistable pixels with no influence on each other (a) and with distinct

degree of coupling (b) are presented. It can be seen, that in second case,

when pixels are placed closer, conditions for transverse transfer of

information signal are met.
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G.V.Sinitsyn, S.P.Apanasevich, A.V.Lyakhnovich and F.V.YKarpushko,

'All-Optical Implementation of Information Shift on the Base of Transverse

Effects in Optical Bistability', SPIE, v.1806, p.559.
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ABSTRACT
Principles for optical digital data processing based on photon echo phenomenon in

a resonant media are considered. The various schemes of optical processors realization
with the pixel structure and of holographic type based on using of the digital
multiplication by analog convolution (DMAC) algorithm are suggested. Manners of
optical data flow switching of informational channels on the basis of photon echo
phenomenon are discussed.

SUMMARY
The Photon Echo (PE) phenomenon at present is not only the method of kinetic

relaxation processes studing in a resonant media, but also is the mean of
multifunctional processing of optical images, formed by the excitation pulses at
different time moments. Primary proposals of PE using concerned in the main of
analog processing methods [1-3]. These methods are characterized by very high-speed
processing and can be used in the problem of pattern recognition [4]. However there is
interest in the development of optical information processing methods based on the PE
phenomenon for the realization of digital data processing and of optical digital
processors design.

Here we analize the optical processing for realization of vector and vector-matrix
algebra operation as a intrinsic (scalar) and external vector product calculations, vector-
matrix and matrix-matrix multiplication.

As a main principle of optical digital information processing the digital
multiplication by analog convolution (DMAC) algorithm is usually used [5,6]. We
consider two types of optical schemes with using of this algorithm in time-domain and
space-domain fields.

In the first case the binary representation of the multipled numbers is
accomplished in the form of temporal sequential code and the processing takes place in
the independent space structural regions (pixels). In each pixel of resonant medium the
convolution or correlation functions corresponding of two pulses in time are calculated.
On the whole, the spatial-temporal light modulator (SLM) has to form different images,
the number of which is equal to the significant digit of using representation for under
the time action either of exciting light pulses. The adding operation of the different
components is accomplished by cylinder lens.

N N .
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In the second case (so-called the scheme of holographic type) all numbers are
introdiced in parallel code and DMAC algorithm is realized in space. A compound
optical scheme accomplishes one-dimensional Fourier transformation on one coordinate
and other coordinate forms optical image and compensates the phase distortion. In this
case the resonant medium is a spectral plane of multichannel dynamic hologram with
the one-dimensional filtering of spatial frequencies. As a result, the data of products of
different vector components AiBi in the mixed binary representation is formed in
output plane. The cylinder lens executes the addition operation and the signal that is
proportional to the scalar multiplication of two vectors A and B is arrised on the linear
array of photodetectors.

By the particular case of digital data processing the data flow switching may act
as a control data transmission, that is information channel switching.

Data flow switching can be easily implemented on the principle of vector-matrix
multiplication. In the first scheme, called by the scheme with the pixel spatial structure,
the setting of vector components is initiated by the specification of images with
identical rows and column numbers being equal vector dimension, and addition
operation is accomplished by the cylinder lens.

In the scheme of holographic type each image, formed by the spatial-temporal
light modulator represents the vector with the component number on one coordinate
equal to dimension of defined vector and with number of binary digit on other
coordinate. Thus so far as matrix A defines under the time action of one of light pulses
in a view of M images (that corresponds of definition of M vectors or data matrix), that
is in a view of different vector sequence in time than the channel numeration on input
must correspond to definition of number sequence in time.

Thus, the digital data processing principle is based on filtering in a resonant
medium usually time frequencies in processor with the pixel structure and in processor
of holographic type - on multichannel one-dimensional filtering of spatial frequencies.

REFERENCES
1.S.M.Zakharov, E.A.Manykin. In: "Problemy kvantovoi optiki" (OlYaI, Dubna,
1988), pp.44-48 [in Russian].
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3.E.Y.Xu, S.Kroll, D.L.Huestis, R.Kachru, M.K.Kim. Opt. Lett., 15, 562 (1990).
4.X.A.Shen, R.Kachru. Opt. Lett., 17, 520 (1992).
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Optical self-routing complex-valued neural network
using mixed negabinary numbers

Liren Liu, Lan Shao, and Guoqiang Li

Shanghai Institute of Optics and Fine Mechanics, Academia Sinica,
P.O.Box 800-211, Shanghai 201800, P.R.China

A general neural unit with a complex-valued matrix depicting
integrated synaptic connection and lateral interaction is proposed.
Various connections can be self-programmed by a complex routing
code pair contained in the input. Based on the mixed negabinary
number system, an optical and parallel neural architecture of
incoherent optical correlation and spatial coding is developed.

Various artificial neural net models were suggested to simulate
the biological behaviors[1], in which neurons were usually
considered to have a set of two real states. In this paper, we
suggest a new concept that neurons have complex-valued states,
which stimulate a combination of synaptic connection and lateral
interaction. On this basis, a general neural unit with only a
complex-valued matrix is proposed to organize the integrated
synaptic connection and lateral interaction. Thus, various
connection functions can be self-programmed by the routing code
contained in the input stimuli. Based on the mixed negabinary
number system, an inner-product algorithm for complex matrix-vector
multiplication necessary for the neural unit is developed. The
features are: no carriers, no signs and simple pre-processing and
post-processing. An optical architecture of incoherent correlation
with spatial coding of data are suggested. The required complex
matrix-vector multiplication can be realized optically in parallel
in a single optical channel with a high accuracy.

The model of complex-valued general neural unit is shown in
Fig.l. The states of the input stimuli are denoted by a complex-
valued column vector, [v.(K+jK2)] where [vj] is the bipolar input
stimuli and KIK 2e{1, 0, -1} assemble the routing code pair. The
complex-valued interconnection matrix is divided into the real part
and the imaginary part as [TR'] +j [TIij]. A matrix-vector
multiplication will result in a real part and an imaginary part as

[ vil =I I [ToI [v.] -K2 [ T11 [ Ivj] (1

Thus, the access of different routing codes will yield various
connection functions.

We can now establish the rule to learn the complex-valued
matrix from the matrix for synaptic connection, [Tlyij] (NxM, MaN),
and the matrix for lateral interaction, [TI"ij] (NxN).

1 .11 1(2)

The negabinary number system has the radix of -2 [2]. A positive
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or negative real number can thus be represented in a form of the
mixed negabinary number:

a=an(-2)n (anlO). (3)
n-O

For the neural complex matrix-vector multiplication, the nth real
digit at the ith row of the resulting column vector can be reached
by the inner-product algorithm:

v'/(i)= K (i, j) 'v,(j) - K2 r(i, j) 'v (j)
J (4)

substraction conversion: -a&b,=ýa~bn-1.

It should be noted that a substraction can be converted to an
addition operation by a shift operation.

To implement the complex matrix-vector multiplication by
optics, an incoherent optical correlation and spatial coding
architecture is suggested as shown in Fig.2. The coding format of
the vector and the matrix are indicated. The image of the light
array represents the output digits in the mixed negabinary system.

This work was supported by the National Natural Sciences
Foundation of China.
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2. M. P. de Regt, Comput. Design, 6, 53-60(1967).

Fig.l. Complex valued general neural unit.
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Polarization-optical stacked integrated module
of cellular logic two-layer image processor

Liren Liu, Haifeng Peng, and Yaozu Yin

Shanghai Institute of Optics and Fine Mechanics
Academia Sinica, P.O.Box 800-211, Shanghai 201800, P.R. China

A 3-D polarization-optical stacked integrated module of cellular
logic image processor is developed, which is the optical cascade
of a parallel binary logic gate and a morphological dilation
processor. The system is very compact and effective.

Cellular logic image processors' is an important architecture
for optical computing. The recently reported optical cellular
image processors include: The optical implementation of the
cellular logic image processor (CLIP) architecture' by using S-
SEED devices2 and BEAT devices 3 ; A digital optical cellular image
processor based on binary image algebra with the use of light
valve4; An optical cellular two-layer logic image processor based
on one-operation image algebra using dual-rail spatial coding
and electronic thresholding5 . In these suggestions, however, the
optical interconnections were realized in the free space. A
quite distant light path should be utilized, so that the optical
system is large. In this paper, we develop a new optical module
scheme using 3-D stacked integration of polarization elements.
It can been seen that the suggested optical cellular image
processor module is compact in configuration, effective in
performance, and insensitive to environment.

Fig.1 shows schematically the cellular architecture, which
consists mainly of a CPU of a parallel binary logic processor
followed by a morphological binary dilation processor and a
feedbacking manager. The threshold device and sum gate are used
to deal with gray-tone images. It was proven that all the
possible binary and gray-tone image processing functions can be
executed by programming the logic operations in the iterations5 .

The packaged design of the optical CPU module is shown in
Fig.2. The calcite plates (CP) are used to split an incident
beam into two spatially separated beams with polarizations
orthogonal to each other, the quartz plates (PR) to rotate the
polarization of beam by 450, the input masks or the PLZT SLMs
(IM) to display the two input images in a dual-rail spatial
coding manner, the ML mask to control the logic operations, and
the MS masks to stop the undesired beams.

The optical elements from the IM, to the beamsplitter (BS)
constructs the parallel logic processor, and the following
elements constitute the morphological processor. On the lower
part of the figure, the path routing of beams in a coding area
of cell is illustrated. It is seen that the output pattern from
the logic processor at the BS is a combination of four
equivalent maxterm of two input images. The selection of the
ON/Off states (k,-k4 ) of the four apertures in each coding area
of the ML mask can result in all the sixteen binary logic
operations. In the morphological processor, a beam is splitted
into four spots in its nearest neighbors. The structuring
element S is a set of {(i,0),(-i,0),(0,I),(0,-i)}. Using a
photodetector array with electronic max thresholding, the
dilation can be obtained.
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The polarization-optical stacked module has been developed:
the dimension 2OmmX2OmmX14Omm and the possible image pixels
1 'XlO. Some primary experimental results were obtained.

This work was supported by the National Natural Sciences
Foundation of China and the Bureau of High Technique of China.
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3. R.G.A. Craig, et al, Avl0t 30, 2297(1991).
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Fig.l. Cellular logic image processor architectwia.
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Direct Twos Complement Parallel Array Multiplication:
Algorithm and Optical Implementation

Guoqiang Li, Liren Liu and Zhhijiang Wang
Shanghai Institute of Optics and Fine Mechanics,

Academia Sinica. P.O. Box 800-211, Shanghai 201800, P.R.China.

Abstract: A direct 2's complement array multiplication
architecture is proposed, and for higher radix system, it also
applies. Based on complex partition, a two-stage array is
constructed for complex operation. In correspondence, an optical
configuration is put forward.

Twos complement encoding has been widely used in optical
matrix operation, but the conventional algorithm has several
fatal defects~' 1 , such as the limitation on the bit number of the
operands and the severe waste of space bandwidth product(SBWP).
The modified versionlin needs much sign decision and
postprocessing, and the convolutional result is still unable to
be directly weighted and summed. In the following, another
modified direct 2's complement array multiplication algorithm is
advanced and applied to complex operation.

In 2's complement, assume either of the two N-bit operands
a and b takes the form {x .lx...xlx,}. With the help of mixed 2's
complement number system, the bitwise addition is conducted
without carries and subtraction is changed to addition according
to the additive inverse representation of the subtrahend. For
multiplication, the below equation can be derivedE23:

i-o k-O (l)
+• (•1• ~b~li) 2i+*-'+ (a,_1+b,_1) 2N-1.

i-0

The above product can be formed with a parallel array
architecture as shown in Fig.1. Compared with the original
algorithm, the direct array multiplication eliminates the
limitation on the bit number of the operands, use the SBWP more
efficiently, and the result is represented in mixed 2's
complement straightly. Furthermore, the algorithm can be
extended to higher radix system.

For complex operation, the preceding array architecture
applies. Let a=a1+ja 2 , b=b1+jb . in which a1, a, bl, and b2 are
real numbers and are encoded by N bits, then their product

p=p1 +jp 2, where p1=alb1 +(-a 2 b2 ), p2=alb2+a 2bI
Therefore, a two-stage array architecture consisting of four
subarrays is established in Fig.2.

The two-stage array architecture has been verified by
experiment. The optical construction is shown in Fig.3, which
comprises three parts. The first imaging part forms the product
array; The second multiple-imaging system'] carries out addition
of the relevant subarrays; The incoherent correlator [5
integrates the diagonal elements to get both real and imaginary
parts of the result. The system is interfaced with a PC computer
for pre- and post- processing.

The work is supported by the National Natural Science
Foundation of China.
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ABSTRACT

A new technique for higspeed recoded trinary signed-digit arithmetic using optical symbolic
substitution is presented. This technique performs multi-bit carry-free addition and borrow-free
subtraction in constant time using the minimum number of minterms.

SUEMMARY

The problems of achieving massively parallel optical computing have been investigated by many
authors using the residue number system, signed-digit number system, and recoded signed-digit
number systems (1-31. Using residue number system, one can perform parallel arithmetic in constant
time using symbolic substitution 141, but the size of the truth table required increases rapidly with the
increase of the operand length. The redundant signed-digit number system [51 allows parallel
arithmetic with fewer carry propagation steps. For example, the modified signed-digit (MSD) number
system confines the carry propagation to two adjacent digit positions [5). This property of the MSD
number system permits carry-free addition and borrow-free subtraction of two arbitrary length
numbers in parallel which makes it suitable for optical architectures. However, the information
storage density of the MSD number system is limited which may result in complex circuits and may
increase the severity of the interconnection bottleneck [6]. Higher radix signed-digit number systems
allow higher information storage density, lo complexity, fewer system components, and fewer
cascaded gates and operations. Among the higher radix number systems, the trinary signed-digit
number system appears to be the most promising in terms of storage density and processing elements
161.

Carry-free addition using n-step [71, three-step [81, two-step [11, and one-step [91 optical symbolic
substitution have already been reported. The number of symbolic substitution rules usually decreases
as the number of computatIonal steps increases. Recently, a two-step symbolic substitution technique
for rinary signed-digit arithmetic has been reported [16. This technique performs carry-free addition
and borrow-free subtraction by checking a pair of reference digits from the next lower order digit
position and requires 58 four-variable minterms for each output digit. Later on, a higher-order trinary
signed-digit symbolic substitution technique has been designed [11 which enhances the computation
speed but excessively increases the number of minterms per output digit.

Parhami [101 recently proposed a simpler carry-free addition scheme where the MSD numbers are
recoded before performing the addition. Awwal 121 implemented the receoded MSD arithmetic technique
using an opto-electronic implementation which requires sixteen four-variable minterms per output
digit. Thus, in any symbolic substitution scheme, the meet important objective is to minimize the
number of minterms (subditution rules) and computational steps while incorporating the optimum
information in fewer digits. To achieve these objectives without sacrificing the processing speed and
parallelism of optics, we propose herein the recoded trinary signed-digit system for multi-digit
carry-free addition and borrow-free subtraction.
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The proposed trinary signed-digit technique is memory efficient since it reduces the substitution rules
by more than 50% when compared to the most recently reported trinary signed-digit arithmetic
technique [61. Moreover, only three two-variable minterms are required for the addition stage of the
proposed technique while six-variable [1] and four-variable (61 minterms are required for the addition
stage of the prevously reported schemes. The proposed technique can be implemented using a single-
stage opto-electronic implementation where the recoding operation is performed electronically and the
addition is performed optically using a content-addressable memory (CAM). An all-optical CAM-based
implementation involves two processing steps since both recoding and addition must be performed
optically. In either implementation technique, the minimized minterms are stored using a holographic
or nonholegraphc CAM;A holographic CAM usually suffers from its inconvenient recording problems.
On the other hand, a nonholographic CAM provides fster processing speed, ease of alignment, and
programmability. Since a few minterms is required in the proposed technique, therefore, a
nonhoographic CAM may be used for storing the minimized minterms.

In this paper, we presented an efficient technique for parallel trinary signed-digit arithmetic. The
proposed technique performs parallel carry-free addition and borrow-free subtraction in a constant
time in two steps independent of the operand length. This technique requires the minimum number
of minterms when compared to the previously reported trinary signed-digit arithmetic techniques f 1,
61. Also, in this technique, more information can be incorporated in fewer digits, thereby reducing the
system size and complexity. Finally, a CAM based optical implementation is suggested for the
proposed scheme.

REFERENCES

1. M. S. Alam, M. A. Karim, A. A. S. Awwal and J. J. Westerkamp, "optical processing based on
conditional higher-order trinary modified signed-digit symbolic substitution," Appl. Opt., Vol.
31, pp. 5614-5621, 1992.

2. A. A. S. Awwal, "Recoded signed-digit binary addition-subtraction using opto-electronic
symbolic substitution," Appl. Opt., Vol. 31, pp. 3205-3208, 1992.

3. G. A. De Baise and A. Massini, "Redundant binary number representation for an inherently
parallel arithmetic on optical computers," Appl. Opt., Vol. 32, pp. 659-64, 1993.

4. A. Huang, "Parallel algorithms for optical digital computers," Proceedings of the 10th
International optical Computing Confersnce, IEEE Computer Society, Los Angeles, pp. 13-17,
1983.

5. A. Avizienis, "Signed-digit number representation for fast parallel arithmetic," IRE Trans.
Electron. Comp., EC-10, pp. 389-400, 1961.

6. A. A. S. Awwal, M. N. Islam and M. A. Karim, "Modified signed-digit trinary arithmetic by
using optical symbolic substitution," Appl. Opt., Vol. 31, pp. 1687-1694, 1992.

7. K. H. Brenner, A. Huang and N. Strei•i, "Digital optical computing with symbolic
substitution," Appl. Opt., Vol. 25, pp. 30-3060, 1966.

8. A. K Cherri and M.A. Karim, "Modified signed-digit arithmetic using an efficient symbolic
substtu " Appl. Opt, Vol. 27, pp. 3824-327, 1968.

9. M. M. Mirsalehi and T. K Gaylord, "Lgical minim!ization of multilevel coded function," Appl.
Opt, Vol. 25, pp. 3078-3088, 1966.

10. B. Parhami, "Carry-free addition of binary signed-digit numbers," IEEE Trans. Comput., Vol.
37, pp. 1470-1476, 1988.

LU~ I



P50/ 127

A Methodology for Optical
Architectures Modeling

Mohsen Guizani
Computer Engineering Department

King Fahd University of Petroleum and Minerals
Box 1969, Dhahran 31261, Saudi Arabia.

e-mail: FACY015OSAUPMOO.Bitnet
Fax: (966 3) 860-3306

Abmtract

We devise a methodology for optical architectures. We present the general de-
scription of the multi-port optical components. Then use flow graph analysis for
these components to analyze optical architectures before the implementation phase.
It illustrates the behavior of the optical data signal at any point of the optical
"Item.-

SuTmmary

Development of optical components have witnessed great interest in the last few decades
[1]. These components were successfully used in optical computing. Experimental results
for this success are available in the literature [2] and [3]. As far as we know, very few
researchers have discussed modeling of these optical components in a classical manner [4].
A methodology for a special purpose optical architecture has been developed by Murdocca
[5].

Our objective is to develop a new methodology to include the most widely used op-
tical components such as Fabry-Perot interference filter. Then we extend this method
to complete optical architectures. We discuss first the general aspects of these modeling
techniques. Then we apply these techniques to optical architectures that widely use some
of these components (2A.

In practice there are three generic classes of optical network architectures. Those that
use fiber-optic interconnects (fiber-optic networks), others that use waveguides (integrated-
optic networks), and third that use free-space interconnects (free-space optic networks).We
expect that this methodology will be suitable for all these categories.

The analysis and the methodology that is presented follow the analysis of the mi-
crowave networks. the similarities stems from our concern with the travelling waves, in
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which the so-called sattering pasrmeters are useful. These parameters constitute the
S-matriz (scattering matrix) [4]. Similarly, with optical components, we can talk about
the S-matrix. Except that when we have optical components we should introduce two
single virtual ports instead of each physical port.Therefore, our optical scattering matrix
is composed of elements of 2x2matrices rather than regular numbers. The S-matrix of
some common optical devices such as the one-port, two-port components and directional
couplers are presented.

Usually virtual ports have to be introduced for the optical components in addition to
the existing physical/real ports. This is necessary in order to account for the reflections
or losses of these optical components. Signal flow graphs can be used to simplify the
results.They are also used to represent the proper equations describing the components.

We have developed a new methodology that can be used to model optical architectures
based on some widely used optical components such as the Fabry-Perot interference filter.
Extension of this methodology to large optical architectures is simple. The objective is to
provide a tool to the experimenter to deal with the architecture before its implementation.
The next step for this methodology is validation. We expect to validate the steps of this
methodology soon.
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Abstract

Optical computing is an emerging field that makes use of light as a carrier of
information. During the last decade numerous architectures have been proposed
to solve problems ranging from special purpose image processing to general pur-
pose opt;cal computers. The advantages such as high connectivity, non-interference
of signals, high spatial and temporal bandwidths, low signal dispersion, electro-
magnetic immunity, massive inherent parallelism, combined with analog / digital
computational capabilities make optical computing an attractive area.

Despite the aforementioned features, the discipline of optical computing remains
an ad hoc one. One of the primary reasons for that is the lack of significant design
tools that help automate the design process which is ad hoc in nature. Tools will
also pr-mote reusability of building blocks in different optical systems.

As part of an ongoing project, we have been looking into the various aspects
of design automation. We are primarily interested in developing an overall design
automation system for optical systems to assist system architects.

In this paper. a design for a Computer Aided Optical Design system (CAOD)
is presented. A sketch of the status of implementation is also presented.

1 Summary

The Computer Aided Optical Design CAOD system:

1. is a workbench of software tools with clearly separated functionalities and well
designed interfaces. This promotes independent evolution of these tools

2. allows optical systems designers to fully exploit and use the special characteristics
of optics

3. provides a language-centric view to the designer

4. provides unified semantics across different interaction paradigms

5. promotes object-oriented design methodologies for the development of optical ar-
chitectures

6. does not over burden physicists with excessive programming details

7. does not over burden system architects with the theoretical foundations of optics

V 9 9 90
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Figure 1. shows the CAOD system. It consists of a number of software tools (repre-
sented by boxed items). These tools interact by reading from and writing to a number
of files (represented by elliptic shaped items). An architect describes the optical system
under study/development using either PLOADS (a language representation) or using an
interactive 3-D graphics editor. The translator tool takes the description in PLOADS and
produces a detailed representation of the architecture. The 3D graphics editor produces a
detailed representation as well. The simulator uses the detailed representation to conduct
simulation and produce results. The design rule checker verifies user defined constraints
and reports the outcome of different analyses. The optical layout tool takes the specifica-
tion of a verified architecture and translates that into a detailed manufacturable setup:
its importance is expected to grow with large integrated systems.

The component database contains detailed information about optical components. The
component library is a collection of implementations for the methods that model the
behavior of various optical components types. Mathematica is a general purpose algebraic.
numerical, and symbolic computation package. Mathematica is included in the CAOD
system to simplify the implementation of complex computations that arise in several parts
of the CAOD system. Whenever any sophisticated computation is required, services from
the commercial package Mathematica are sought. With this overall view of the CAOD
system in picture, subsequent sections discuss the details of the different CAOD tools.

5G O OPMICAL LAVO
ebjet mamprTOOL

Figure 1. The overall CAOD system
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AB•-AT

A new method able to evaluate the behaviour of an optical non-linear device, used as logic gate,
based on fractal dimension tools, is reported. A real example is shown.

SUMMARY

It is already well know that using an optical bistable device as a logic pte, we have four possible
cnfiuratis. Each one of them gve us a different logic function.
This logic function will be obtained from two binary input data. A bias signal will allow to control the
decision level of the non-linear characteristiS.

One of the most important parameters of a logic gate are margin tolerances of the different sials.
They let the logic gate to operate correctly on the sense of the expectcd function. These parameters are
difficult to define for an optical non-linear device due to the device dependence on wavelength, temperature
and others. We propose a method to know the precision level of data and bias signals on an specific logic
gate, by two measurements of every one of the possible outputs. This method will be described in this work.

As an example of precision measurement by fractal dimension we are going to analyze one of the
most complicated configurations of an optical bistable device as a logic gate (Fig. 1). Its difficult comes from
the output characteristics. It corresponds to the output characteristic of a SEED.

The method is based in the generation of a data chart that indicates the various logic functions that
can be obtained. The y-axs corresponds with the bias signal values and the x-axis with the expected value
of the decision level D, normalized by:

A=Di

(i)
where I is the intensity normalized valve of a bit "1" at the input. i is the total intensity at the input (sum of
the two data signals plus the bias signal).

The total chart for all the possible outputs has been presented as part of the result of an Optically
Programmable Processing Element and it has been reported previously [21-[31. We just present here an small
area of the total chart, fig.2. This figure has been obtained by computer simulation of the ideal characteristic
shown in figure Lc. In this example we have considered that the distance between the different decision
levels arthe same. So D, = d, but it can be taken any other value.

Figure 2 shows the logical function obtained with a precision level of the bias signal of 0.1 and a
decision level of 0.01. On figure 3, the precision level of each axis has been increased separately. a) 0.01 -
0.01; b) 0.1 - 0.001. Figure 4 shows the result for a better precision on both axis: bias signal - 0.01; decision
level - 0.001. These figures show how the image is repeated as the precision gets higher. It corresponds with
the type of fractales that can be found in the nature.

The fractal dimension calculated by box-counting method, for the different charts shown in figures
2-4, can be summarized on the table.

-w!
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TAKLE L-. Pazanmtr valuc for fracta dwamnao.

S u d

A 0.01/0.001 554 0.9145

B 0.01/0.01 58 0.8817

C T - 0.1/0.01 7 0.8451

In this table we can see the direct relation between the precision level of the data on each axis and
the value of the firactal dimension. So if two data charts of a logic gate funiction are obtained by direct
measurements of input and output signals, the fractal dimension will give the precision of the logic gate. And
this precision would be better as nearest the value is to one.
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Digital chaotic behaviour in an Optically-Procesing Element is reported. It is obtained as the result
of processing two fixed train of bits. Period doublings in a Feigenbaunm scenario have been obtained.

SUMMhX

The employed optically-programmable digital circuit has been already reported in (1)-(2) as a
Programmable Logic Gate. A brief description on its method of operation, as well as the way it has been
implemented, can be fund there.

Our circuit is composed by two optical devices, P and 0, (see Figure) with a non-linear behaviour.
The output of each one of them corresponds the two final outputs, 0, y 0., of the cell. The possible inputs
to the circuit are four. Two of them are for the input data, I e 12, and the other two, g and h, for control
signals. The corresponding inputs to the non-linear devices are based on these signals plus some other
coming from inside the own cell.

The practical implementation we have carried out of the processing element has been based on an
optolectronw.ic configuration. Lines in Figure represent optical multimode fibers. The indicated blocks, placed
in order to combine the corresponding signals, are conventional optical couplers. In this way, the inputs
arriving to the individually devices are multilevel signals.

Moreover, for the results we are going to report here, a computer simulation has been carried out.
The main difference of our present circuit with respect to previous smila logical circuits is the

presence of additional delays and feedbacks.
The first difference has been the introduction of a feedback from one of the two possible outputs

to one of the system inputs. Moreover, according to previous studies in this field, the introduced feedback
should hawe some delay. An internal delay has to be taken into account because the response tume of the
optoelectronic devices. In this case, an oscillatory behaviour could be the normal output of the system. But,
under some conditions, this is not always truc. The output, as we will shown, is not periodic for some
parameters of the system. Some of these situations will be shown in this paper.

In order to chose the more adequate feedback, two are the possibilities. Becamuse the P-device output
has more possible different functions depending on its control signal than the Q-, we have used this output
for feedbmck. The input is the control signal g of device P. The figure shows the employed circuit.

If we consider an inner delay time, owing to the switching time of internal device, plus a feedback
delay time, we find different results depending on the rate between both delays. In all cas, we find an
asymptotic behaviour of the circuit. Some of the obtained results have ben achieved by experimental
methods and some others by computer simulation. Optoelectronic ccll simulate P and 0 devices.

The first analysis that we have performed considered null delay times. This situation has not an
algebraic solution and no data were obtained. The circumstances are strogly different if we introduce finite
delay times, namely, internal and external delays.

According to previous studies, the situation with mor probability to give a periodic or even chaotic
solutio is when internal time delay is shorter than the external one. In any case, input has been a regular
train of pulses. The input to the non-linear device is a multilevel signal corresponding to the addition of the
two inpts T7e period of this signal corresponds to a time of 14 milliseconds.

If the ratio between internal delay time and external delay time is smaller than 1, we obtain a
periodic situation. The period of this signal is strongly dependent on the ratio value. In the particular case,
where external time delay is 200 ms and internal delay are 2, 4 and 12 ms, obtained results are summarized

S , ....- ii,: i,, .... S- nmmTm smunmm...~ unim~mn4
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in Table 1. An interesting result is the duplication in period time when the ratio between delays get
smaller. It goes fromn 70 to 280. Hence, we have obtained frequency doubling. And this is one of the best
indications of the rout to chaos
22BLU I. - Characteristics of the output signals, accordintg to the delay
times.

7 6r 7j/Tm Period

14 200 2 0.01 280

14 200 1 4 0.02 140

f 14 200 1 12 0.06 70

Valutes Omve at Table I do not correspond to the transition points between different: periods. They
are in a raug where perioid remains coustant. If we calculate fth equivalent to the Feigenbaum ratio for the
indicated values we obtain 4.

But if higher order transition points are taen into account, a number, closer to 4.6692, has been
have bees obtained,

As itis can be seem in Table I, as internaldelay time goes to smaller values, the period of the output
igna get higher and, eventually, becomes chaomc Thins situations has been just obtained by comtputer

simulation wetb internal delay time wo.em prmnay we hmameno been able to obtain it.
The above facts show tha optically processing elm wsae good candidates as pulse generators with

controlled periods #nd4 V the computer results wre obtained experimentally, a random sequence of optical.
puse con be achieved.
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Abstract

This work presents a new approach for algorithms and architectures for

photonic switching in mixed space-wavelength domains by means of collinear

guided-wave acowtooptic interaction. We investigate a few most advanced

schemes and proposed capabilities for LiNbO3 guided-wave implementations in

optical computation and associative memory devices.

Summary

There were known a different wavelength - division - multiplexing and space-

division-multiplexing systems to perform the optical switching with increased

transmission capacity and system flexibility (see, for example [1]). In each

mentioned case it has been used a specific property of required devices - the

wavelength selectivity or the spatial resolution.

In this paper, we investigate an improvement of the guided-wave photonic

switching devices by means of utilizing of the combined space-waveklnth divisions

multple g The principal idea is based on earlier demonted switching

capability of the multifrequency acoustooptic (AO) interaction of the light guided

modes with collinear propagated surIfce acoustic waves (SAW) in planar Ti-

diffused waveguide in YX-LIANbO 3 that results in the radiative substrate mode with

'-m,-V.. m
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900 -rotation of light plane polarization [2]. Fig. 1 shows the scheme of this kind

of single channel planar AO cell with estimated switching capability in space-

wavelength divisions about - 1011 switch./sec.

In this paper we consider a few possible architectures and algorithms for ID

and 2D photonic switching in space-wavelength domains based on the mentioned

multifrequency and multichannel planar AO cells. It gives also detailed analysis

experimentally achieved and potential (extrapolated) characteristics of this

technology for aims of optical computing and optoelectronic associative memory

systems (with estimated capability - 1014 switch./sec for one chip device similar to

shown in Fig. 2).

Lot. .. . . la, ,..Jn

..ht .....' .... .. .. _ •

Fig.I. Single channel planar AO cell Fig. 2. Scheme of muhtifr

based on Ti:LiNbO3 with collinear quency/multichannel planar AO cell

wave interaction, for associative memory system.
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ABSTRACT
The use of a bi-cell photodiode detector in an acousto-optic FM demodulator is described. Theory is
developed showing that the system is capable of up to 57 dB AM rejection and practical results are
presented to support the theory.

SUMMARY
The acousto-optic FM demodulator [1,2] is a conceptually simple and yet highly sensitive system for
real-time demodulation of narrow band FM signals at carrier frequencies up to around 2 GHz. The
basic system is shown in Figure 1. The system depends upon the frequency dependent deflection (59)
of a laser beam (wavelength X) by an acousto-optic cell (acoustic velocity Va), given by

x =- tf (1)
v.

where bf is the change in frequency.
In the original system a single detector is used and the deflected spot of light scans across a knife

edge so that, as the frequency changes, so does the amount of light reaching the detector. This
system is highly sensitive to any AM content in the signal and also to any variations in the intensity
of the laser. The AM content can be removed by hard limiting but the laser intensity noise remains a
problem.

Ions zero
AO order
Coll stop

dknmodulated( sifgnalI out

knife
edge

modulated

signal In

Figure 1. The Acousto-Optic FM Demodulator - Schematic
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In the new system the knife-edge/single detector assembly is replaced by a bi-cell detector
comprising two photodiodes with a very small inactive strip between them. This strip is
perpendicular to the direction of beam deflection so that the edge of each diode acts as a knife edge.
For small deviations of the gaussian beam (s half the standard deviation) the optical power reaching
the two detectors is

P, - -(I +K) and P. = -L(I -K) (2)

where P1 is the power in the first order diffracted beam and K is the ratio of the signal power (Ps)
due to the movement of the beam to the background power (PI/2). It should be noted that it is the
quantity K that gives the frequency modulation since it may be shown that

K = (3)
V.

where d is the i/e2 laser beamwidth at the AO cell.
Taking the difference of P+ and P. we obtain an output proportional to PIK. Since, for linear
response, K < < I we can see that variations in the diffracted optical power P1 have a far larger
effect upon the output of the single detector system (P+) than on the output of the bi-cell system.
The AM rejection of the bi-cell system relative to the single detector system may be shown to be

I+K 1K I forK<< 1 (4)-2K 2K R

Using d = 0.5 mm and Va = 617 m/s, we find that the AM rejection of the bi-cell system is

57 - 10 log(bf) dB (5)

Clearly the AM rejection is very good for small values of 6f. Even at the limit of the linear range of
this system (bf = 200 kHz), the AM rejection is 4 dB. Theoretical predictions of this model are
presented and compared with experimental results and are found to be in good agreement. Although
the performance of the system falls off as the frequency deviation increases, its main advantage lies
in its simplicity. The AM effects discussed arise from both the AM content of the signal and any
laser intensity variations. If this technique is combined with a hard limiter on the input signal the
resulting system performance is found to be significantly better than the knife edge/single detector
system. An alternative technique, which would completely remove the AM content, is to split the
diffracted beam. One portion goes to the knife edge/single detector and the other to a detector which
measures only the AM content. Dividing the first signal by half the second yields the FM signal.
However with currently available AO cells the system is capable of operating at modulation
bandwidths up to 10 MHz; at these frequencies analogue dividers do not perform well.
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Abstract
The performance of an 8x8 polarization-independent
LiNb03 switch matrix formed by directional couplers for
the local area network is described. The cross-talk of the
coupler is precisely estimated and its minimization is
discussed.

We report the performance of a 8x8 polarization-independent
LiNbO3 switch matrix on the base of a directional coupler with its
full complement of the local area network. The objective of this
work was to provide an MgO:Ti:LiNbO3 switch array on the base of
a new type directional coupler for use as a photonic center stage
switch in the architecture switching network.

In designing such schemes the problem of cross-talk
minimization holds. In the given work a dependence of the switch
cross-talk on the adjusting section parameters is analyzed. An
adjusting section scheme which permits to eliminate the cross-talk
is proposed. We investigate the device on the basis of diffused
channel waveguides where modes of the waveguides are described
approximately by the scalar equation

82 W 82 W a2W
y + + 2 + ko %4yxZ) =0

where V denotes the light amplitude in the waveguide and ko the
wave number. This equation is solved for y<O with the boundary
condition Vly-O-O.

The optical modulators used in the experiment are high-speed
waveguide electro-optic directional couplers. The fabrication

S9n 9ab 9
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parameters for the single-mode waveguides: titanium stripe width
4gm and coupler length L-8mm. For this device more than 80%
efficiently was obtained (wavelength is 1.3tim and 12V switching
voltage, -29dB "bar" state crosstalk and -19dB "cross" state
crosstalk). The insertion loss, when coupled to input and output
single-mode fibres, is 2.6dB for the TEo-mode, including 0.4dB
reflection loss.

I: I I WL

Fig. I Structure of a new type of a directional coupler.
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Fig. 2 Optical output power of the directional coupler vs. input
voltage.
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ABSTRACT
Various near field patterns of a photorefractive waveguide fabricated in a lithium
niobate crystal are compared with those of numerical analysis using a waveguide
model to evaluate the optical characteristic of photorefractive waveguides.

SUMMARY
We present in this paper experimental and numerical analysis of a novel
approach to optical interconnections for neural networks. The approach is to
fabricate waveguide structures in photorefractive media by simply focusing and
scanning a laser beam (see Fig. 1). Resultant waveguides with variable index
profiles may be used for the optical dynamic interconnections. We believe in the
possibility that high-density optical interconnections with a self-organization
ability be realized by this approach. Experimental evaluation of simple photore-
fractive waveguides has been madel 2). In this paper, optical characteristic of a
photorefractive waveguide in a lithium niobate (LN) crystal is studied experi-
mentally and numerically. Comparison between the results of the experiment
and numerical analysis showed 4) that the maximum photorefractive change of
refractive index is as large as 1x10-3. Results of modal analysis will also be pre-
sented.

The experimental setup is briefly outlined. A linearly polarized Ar-ion
laser beam whose electric field vector and propagation direction are perpen-
dicular to the c-axis of a LN crystal is focused by a microscope objective lens to
fabricate the waveguide structures in the LN crystal. A He-Ne laser beam whose
electric field vector is polarized along the c-axis is also provided. This beam
causes a negligible photorefractive effect and is used to excite the guided modes
in the fabricated waveguides. The longitudinal position of the focus of the fabri-
cation beam can be controlled by a translator. A microscope objective is placed
behind the LN crystal for observation of near field patterns on the rear face of the
crystal. The near field patterns are observed by a CCD image sensor.

We observed the lateral profile of refractive index change around the
waveguide1 ,2 ). To evaluate the refractive index change within the crystal, we
have mad& a model of photorefractive index distribution within the crystal. In
this model, the maximum refractive index change is an unknown parameter.
We observed also the near field patterns across the rear face of the crystall,2 ). We
have calculated the variation of intensity distribution of guided beams along the
waveguide (Figs. 3 and 4) and near field patterns across the rear face of the crystal.
Comparison between the experimental and numerical results made us possible
to estimate the maximum value of refractive index change4).

In this paper, we compare the results of a more-detailed experiment with

- V q S ,O • S i'
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those of numerical analysis to estimate precisely the refractive index distribution
within the crystal by using more realistic model for the refractive index change.
We also observe the variation of near field pattern when the amplitude distribu-
tion of the excitation beam across the entrance of the waveguide is changed.
Such observation gives us the information about the propagation characteristic
of the waveguide. Comparison of these observations with the numerical results
will improve the accuracy of estimation of index distribution and optical charac-
teristics of the waveguide. Examples of the side views of the calculated intensity
distribution along a curved waveguide are shown in Figs. 3 and 4. The maxi-
mum values for the refractive index change are assumed to be 1.2x10-3 and
0.9xi0-3, respectively.

scanning a pMitorei material 200"

:i 150-WXf aeut

E 50-

0 50 100 150 200
waveguide Position along the C-axis [ wi

Fig. 1 Fabrication of 3-D Fig. 2 Near field pattern across
photorefractive waveguide. the rear face of the crystal.

Fig. 3 Side view of the guided Fig. 4 Side view of the guided
beam intensity; An=i.2x10-3 . beam intensity; An=0.9xl0-3 .
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Characteristics of channel optical waveguide structures, formed in lithium niobate by
photorefractive impurity diffusion, have been investgated, and two - dimension matrix of
such waveguides for optical computing devices has been proposed.

SuMry

Besides bulk photorefractive crystals, recently some investigations of photorefractive
effects in fiber - shape samples and planar waveguides on the base of such crystals have been
performed [I - 3]. They showed some advantages of similar fiber and waveguide elements
compared with bulk materials because of the high optical energy density within them and
easier changing of their photorefractive properties. It resulted, in particular, in proposal to
use the photorefractive fiber bundles as the two -dimension matrix in optical storage devices
and pixel - by - pixel image processors [I]. Because channel optical waveguides and optical
fibers have many similar features, the photorefractive channel waveguide structures can be
used in such a manner as well. In this work some technological features and photorefractive
properties for lithium niobate single - mode and multi - mode channels were investigated
and the one of possible channel structure configurations for optical computing has been
propose

1. Fabrlcatim of demml wavegp.es.
The single channels and channel arrays were formed both on the Y and Z cut

UNhO3 substrates. To increase the photorefractive sensitivity of LJNbO 3, the Fe diffusion
and the sequential 11 and Ca (or Fe and Ca) diffusion were used (because Ca diffusion
only results in a negative change of UNbO3 refraction index). To provide more
symmetric depth profile of channels, some of them were formed by the counterdirected Fe
diffusion in the substrates with thickness 0.1 mm. The initial film thicknesses of doping
impurity films on the substrate surfece made up 20,0 - 30,0 nm for single - mode and up
to 200,0 nm for multi - mode channels. The difthsion process was carried out in the air
atmosphere at 900 - 10000 C for time period from 2 up to 40 hours. The width of metal
strips was changed within the range from 5,0 mcm up to 0,1 mm for single - mode and
multimode waveguides, respectively. To use samples obtained in experiments, their input
and output end faces were polished with optical quality. As waveguide, as
photorefractive characteristics of channel structures were tested at the light wavelenght 633

nm (He - Ne laser).

2 CLmml .emt ales"dwactrid
The waveguide parameters of channels formed were determined from modal

characteristics inspected by a prism coupling method for multi - mode elements and from
near field distributions for single - mode ones. Their photorefractive characteristics
were investigated by hologram recording in the common two - beam setup (Fig.1).

Characteristics of waveguides produced considerably depended on doping
impurity kind and channel waveguide geometric parameters. Thus, the best result
(combination of optical quality, photorefractive sensitivity and time response
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characteistics) for sinsle - mode channels was obtained for only Fe diffusion. The
refractive index change at the waveguide boundary was measured in this case 0.005 -
0.007 and the waveguide depth was close to its width value 5,0 mcm. The typical time
response at photorefractive grating recording and erasure made up about I s for such
waveguides. The main feature of multi - mode JNbOI3:Fe waveguides is the inhomogeneity
of Fe distribution in the channel cross section, that results in the strong dependence of
photorefractive grating recording and erasure characteristics on the input light field space
structure. These characteristics were improved in waveguides produced by the
counterdirected Fe diffusion in 0,1 mm Z cut substrates. The Fe films with
thicknesses from 100,0 up to 200,0 nm were used in this case. It should be noted the
different conditions for light definition in such waveguides in the horisontal and vertical
directions, that has to be taken into attention for image processing in such elements.

3. Appl•catoms of damd p•otorefriatve waveple strutures In optical COmpuing
Like the fiber photorefractive elements, the channel structures discussed have some

advantages compared with bulk crystals. They allow nonlinear interactions of light beams
at low optical powers, easy to control the photorefractive characteristics of separate
elements in the whole structure and their spatial configuration. Besides, many wafers
with channel arrays can be stacked in the 2D matrix for optical storage devices and other
processors (Fig.2) with possibility to provide any required dependence of photorefractive
properties in the cross section of such an artificial "bulk photorefractive cell".

1.. Exoerimentol setup for inspections Fig.2. Schematic of 2D
of photorefroctive characteristics in moteude frraysonechannel wveguideswvuie ry

1. L. Hesselink. Intern. Journ. of Optoelectronics, 1990, Vol.5, No.2, pp. 103 - 124.
2. A. Kamshilin, I.Silvennoinen, TJaaskelainen, C.Lima, M.Andreeta, V.Prokofiev.

Opt. Lett., Vol.18, No.9, 1993, pp. 690 - 692.
3. Olazov 0., Itkin I., Shandarov V., Shandarov E., Shandarov S. J.Opt.Soc.Amer.

B/Vol.7, No. 12, December 1990, pp.2279 - 2288.
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Abstract.

The method of structural organization of fiber-optical memory

device (FOND) is proposed vhich alloys effective solutions to the problems

of data addressing, control and correction taking the peculiarities of

FOlD's into account. By this purpose two contrary-directed circulation

channels - main and built-in additional ones - are organized in a single-

fiber FORD loop.

A number of features peculiar to fiber-optical memory devices1 
2

namely, high signal circulation rate, incontrollability of signals in op-
tical channel, dependence of their time position on various destabilizing
factors, hamper the use of conventional methods of data synchronization,
addressing and control employed In other memory types.

This paper presents a method of structural organization of fiber-
optical memory loop which allows effective solutions to the problems of
data addressing, control and correction taking the peculiarities of FOMD's
into account.

(b1)}

Inf.Input Output PD (b L

w 4,
M (c o FC Ip

2c,

Figure 1. PD - photodetector, K - modulator, L - laser, IOU - input/output

unit, FC - fiber coupler, CG - clock generator, AF - address former, DC -

digital comparator.
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In accordance with the method proposed, two contrary-directed circu-
lation channels - main and additional ones - are organized In a single-
fiber FOND loop by using fiber couplers. Information signal sequence circu-
lates In the main channel, while the additional channel can be used to
transmit various auxiliary signals (verifying, synchronizing and addres-
sing signals).

To ensure a reliable access to any segment of circulating information
sequence and to improve Its storage security, the additional channel can
be used as an addressing channel. In the writing mode (see figure 1), the
information sequence {b 1} and the addressing sequence ic *} are written

into the loop memory be feeding them synchronously to the information
(inf.input) and auxiliary (aux.input) input terminals of the input/output
unit (IOU), respectively, and further to control input terminals of the
corresponding electrooptical modulators. As the addressing sequence cir-
culates In closed loop, its segments (address words) are also synchronous-
ly written into an n-bit address former (AF) thereby forming the address
of a coming information sequence. Synchronous circulation of signal flows
along identical channels allows simultaneous feeding of the IOU input
terminals independent of any external influences.

Access to the required information signal (rewriting, retrieval) is
realized through setting appropriate address on the address inputs of
a digital comparator (DC). When the contents of the AF coincides with the
set address during the next passage of the address sequence along the
circulation loop, the DC generates a control signal used to strobe
information signals.

In order to reduce error probability in forming address words, it is
advantageous to use a pseudo-random sequence (PRS) as address sequence.The

PRS length is H = 2M -1, where N is the PRS-generator bit capacity, and
is determined by the memory information capacity; the address former
represents an n-bit shift register, where n Is not less than N. In case a
redundant length of the PRS address words Is used, I.e. for n > N,
addressing Is free of errors even If the received address word has several
incorrect ("spoilt") bits.

Transmission of verification and synchro signals In the additional
channel results in enhanced reliability of data storage owing to
correction of possible errors and elimination of mistiming in synchronous
detection of signals . In addition, by using non-linear optical effects it
Is possible to realize operating mode ensuring compensation of attenuation
of information signals in the optical fiber.

1. M.I. Belovolov, N.I. Golovin, T.N. Golovina, E.M. Dianov et al. Dynamic
random-access memory based on fiber-optic guides. // Kvantovaya
Elektronika. - 1985. - Vol. 12, N 1. - P. 214-216 (in Russian).

2. V.A. Pilipovich, A.K. Esman, I.A. Goncharenko, V.S. Posedko,
I.F.Solonovich . Contrary-directed circulation of signals in dynamic
fiber-optical memory loop // Doklady Akademli nauk Belarusi. - 1994. -
Vol. 38, N 1. (in press) (in Russian).

3. V.A. Pilipovich, A.K. Esman, I.A. Goncharenko, V.S. Posedko, I.F. So-
lonovich . In: ISFOC'93 - Conference Proceedings. - Information Gate-
keepers Inc., 1993, p. 97-100.
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NEW TYPES OF OPTICAL SOLITON-LIKE STRUCTURES

AND THEIR POSSIBLE APPLICATIONS TO OPTICAL COMPUTING

A.V.Fedorov, S.V.Fedorov, G.V.Khodova,
N.N.Rosanov, V.A.Siirnov, and N.V.Vyssotina

S.I.Vavilov State Optical Institute
St.Petersburg, 199034, Russia

Basic properties and possible applications to optical
computing of new types of spatial and spatiotemporal
solitons and their bound structures are considered in the
following nonlinear optical schemes: (a) medium with
nonlinearity of refractive index; (b) wide-aperture
nonlinear interferometer; (c) wide-aperture laser with
saturable absorption; (d) optical fiber with sections of
gain and absorbing media.

Soliton-like light structures of different types
(spatial and spatiotemporal optical solitons) can be formed
in a wide spectrum of nonlinear optical systems: passive and
active, with and without feedback. A number of their
properties promising for optical computing differ noticeably
from the case of "traditional solitons" observed, for
instance, in single-mode fibers with Kerr nonlinearity. In
the present communication we present results of theoretical
investigations and computer simulations of basic properties
of soliton-like structures in four different nonlinear
optical systems and consider their possible applications for
processing of optical information and optical computing.

In transparent medium with saturable nonlinearity of
the refractive index, formation of different kinds of
spatial solitons is possible, including solitons with
different topological charges (vortices). Single spatial
solitons are characterized by azimuthal (topological charge)
and radial integer indexes, and by the propagation constant,
which can vary continuously in some interval. As a result,
there is a set of solitons with continuous variation of
their characteristics (e.g., maximum intensity). In the
case of copropagation of a pair of solitons, depending on
characteristics of single solitons, initial distance between
them (in the transverse direction), angle between axes of
propagation and phase difference, the following regimes can
be realized: oscillations of the transverse distance between
solitons with increase of the longitudinal coordinate,
elastic and inelastic collision (with transfer of power),
decay of solitons into fragments; merging of solitons into
one with larger power. Dynamics of interaction of laser
beams, initial profile of which differs from a spatial
soliton, depends on the degree of nonlinear distortions of
these beams before their collision in the medium.

In passive wide-aperture nonlinear interferometers
excited by homogeneous coherent external radiation, a wide
set of spatial solitons (diffractive autosolitons) and their
bound states can exist. In contrast to "traditional
solitons" which have continuous spectrum of widths and
amplitudes, diffractive autosolitons have discrete set of

S . . .1 .. . . . . . . . ... . . . w -w ... ... . .. .. .... .. .... ... ........... .... .. ... . . . .... ..... ...
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widths and a certain value of amplitudes. Bound states of
diffractive autosolitons are also characterized by a
discrete set of distances between them. Transverse (with
respect to the direction of the wave vector of radiation)
motion of solitons and their symmetric structures is
possible only With oblique incidence of radiation on the
interferometer. The property of asymmetric structures of
bound diffractive autosolitons to propagate along the
interferometer aperture even with normal incidence of
radiation on the interferometer gives wide opportunities to
use these structures in transverse transmission of
information and performing different arithmetic operations.

In a wide-aperture laser with hard excitation of
lasing, soliton-like structures - laser autosolitons - can

.be excited. Their type is intermediate with respect to the
two cases considered above. Really, the presence of the
characteristic level of intensity (the intensity of
stationary transversely homogeneous lasing) prohibits
arbitrary change of maximum autosoliton intensity. This
makes the properties of the laser autosolitons close to the
properties of the autosolitons in passive interferometers.
However, the absence of external radiation injection allows
excitation of single autosolitons moving in the transverse
direction. Another specific feature of the laser
autosolitons is the shift of lasing frequency caused by
diffractive and nonlinear effects. Characteristics of single
laser autosolitons and dynamics of their interaction are
described.

In single-mode optical fibers in the range of anomalous
dispersion with quasiperiodic location of elements with
saturable gain and absorption, the temporal soliton-like
structures similar to the laser autosolitons can be formed.
With a certain choice of parameters, cw-radiation with low
intensity is damped out (thus weak noises are suppressed),
and radiation with high intensity is stabilized at a certain
level. Analogs of switching waves and laser autosolitons
can be realized for pulsed radiation. Pulses of fixed
self-sustained form, with certain value of peak intensity
and pulse width, can be transmitted in this fiber system.

The types of soliton-like structures considered above
have potential interest in the problems of optical
information processing and optical computing. Spatial
solitons in transparent medium with saturable nonlinearity
of the refractive index can be used for optical switching
and performing a number of other elementary operations.
Diffractive autosolitons in wide-aperture nonlinear
interferometers allow to perform a number of operations
within the discrete-analogous method of optical computing,
e.g. in shift registers or multi-digit full adders. Laser
autosolitons can be used in the schemes of information
storage. Soliton-like pulses in single-mode optical fibers
with elements with saturable gain and absorption are
characterized by high contrast, high signal-to-noise ratio,
and stability of power characteristics, thus being promising
for information transmission.

S SI
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AnAl~fiti of an Altermtive Agproach for Construoting a

Parallel All-Ogtioal Data Tranmission Line

A. Dreisohuh. R. Fmenieova. S. Dinev
Department of Physics. Sofia University

5 J. Bourchier Blvd., 30-1128 Sofia, Bulgaria
Fsxz (359-2) 403 509 Tel: (359-2) 62 581/ext:611

We propose and analyze an al.ornativo appreaA-h fnr
cona•tructin a parallol all-optical data transmission lino.
Control lasor beam= can form intermediate channels in which
pulses of information could be guidod without a .zross-talk.

The solitons in optical fibers are proposed as highly
suitable carriers of information Unfortunately, the changes
of bho famtoooond noliton characteristios at long propagation
distanoes may limit their use. In this work we propose an
alternative approach for oonstzizcting a parallol all-optioal
data transmission line. CW control e oopropagate in a
planar optical waveuide asnd form intermediate nonlinear
channels in which pulses of information could be guided
(FIg. 1). To ensure a reasonably extended transmission
distance, the control beams should vrup~age in the form of
noainteraotiflg fundamental bright spatial sullLuua. The signal
waves experience the influence of U)m uunrul beams only. This
Induced action originates in the suaLlal refractive index
chance along/across the nonlinear medium caumd by Livh uontrol
hiwim.
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The evolut ion uf the control - &no Tan 9% 1 igna j
(infor•ation)- waves is m Fled using t she uplt-step Voureor

ot•hud. Fur" 5 control beams of oqual radii • and inteaisitie.s
win nlita lawd -•blc Propagation ut & beaae-to--beam dista&nes
Ax=t.75a. Fla.2 represents the zpati.l ovolution of the sigr•i.
pulses in such a tistuation. The initial spatial profila!% of
Lhe sigual waves are assumed to be Caun-ian. Periodic sp&tial
Ozc3LllAltu&&*s .f the signals along th.e nonlinnnr medium without
a cross-t^lk between the information enhanneals are elesarly
exqpresumed,

In the configuration proposed a stable spatial
guiding of the information pulses should be xcpeoted even at
conTrol-beam iuLuuiiLy fluctuations within i•t. 10 .LcXzwI
waves behavior ia almost the name &a under perfect initial
conditions (Fig.Z). Fi4g.3 shown the apat"I ovolution of the
informatiun pulses when they arw not perfeotly aligned with
respect to the centers of the nonlinsam cLbnnel ( ma%*imu
initi&l deviation within 25% the channel half-width). The
nonlinear waveguide induced by the control beams "reflects"
back the zignal wave preventing the information-channal
cross- tal1k

2 4 •2 4.;l-

I 24

16 164
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8 8

0 0*.
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x/ap x/a.

via. 2 Fig. 3

The perforasace of the parallel all-optical data
tr-n-mmulsion line propomed semsm enuuu' tdgin. Further analprs
are under mw in order to evaluate the restriction on the

aximua bit-rate of the parallel data transmission sohemepropsed.
This work was done with the financial support or the

"National Science roundation, under a contract V-206.
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All-Fiber Optical Adder Based on Symbolic Substitution

Algorithm

N.A.Khilo

Division for Optical Problems in Information Technologies

Academy of Sciences of Republic of Belarus

P.O.Box No.1, Minsk, 220072, Belarus

All-fiber optical schemes are promising for high-speed

information processing. Due to fiber broadbanding their clock

frequencies in these schemes may achieve to the value of f-
1012 Hz and more. In real, however, operation rate

restrictions appear due to insufficient switching rate of
logical elements. As important branch to win through the

restrictions is the transition to speed-of-light latchless

architecture [1,2]. Fiber elements serve here both for

information transformation and for its storage. Particularly,

operations of switching may be realized on the base of

nonlinear directional couplers or fibers with nonlinear ellipse

rotation, where speed non-resonance nonlinearities are used.

Functional abilities of schemes based on speed-of-light

latchless architecture essentially depend on the number of
algorithms realized in them.

In the study reported as an example of adding operation it

is shown that symbolic substitution algorithm may be realized

on the base of speed-of-light latchless architecture approach.

The scheme of adder is presented at the figure 1.

For number representation two orthogonally polarized modes of A

and B fibers are used. At the fiber inputs clock pulses from
laser power source are entered with polarization,

corresponding, for example, to zero. To switch the polarization

to "one" state the control signals from feedback line or input

block are used. The switching is fulfilled by means of
nonlinear ellipse rotation.

Then output from the fibers signals are multiplied in couplers

and are entered to the interconnection block input. A signal of

a high level is being formed at the one of four outputs of this

.wA 0 • ,
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block depended on input signals combination and is entered then

to a feedback line in accordance with symbolic substitution

algorithm. A portion of energy of signals is directed to

output. In a feedback line additional one-bit time delay is

fulfilled and owing to this carry operation is realized. After

m+l-th cycle, where m is digit capacity, the result of

calculation is formed at the output. One can easily examine

that under condition of signals relative coherency in

interconnection block crosstalk level in the feedback line and

at the output is about 25% of a valid signal. The processing
fT

power of the adder is determined as v- T( 2(m+1)z

At fT -10 11, m -3 v is equal to 6.25*109 operations/sec.

References

[1] V.P.Heuring, H.F.Jordan, T.Main, R.Feuerstein, J.Feeher,

L.Ji, in Optical Computing 1992, Technical Digest, Minsk.

p.30F1.
[2] V.P.Heuring, Opt.Eng., v30(2),1931-1935 (1991).
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Fig.l. The all-fiber adder based on simbolic substitution

algorithm scheme.
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Optical Fiber Parallel Logic Prcesr

N.R. Wahiddin and S. Abdul Hallm

Department of Mathematics, University of Malaya
59100 Kuala Lumpur, Malaysia.

Tel : 603 - 7555466 Ext. 341
Fax : 603 - 7566343

Abstract

We propose an optical logic processor using vavelength

division multiplexing in a single optical fiber.

During the past decade, many attempts have been made to

realize optical parallel binary and multiple-valued logic processing

based on digital logic theory - see for example [1-4]. In this paper

we propose a novel optical method based on wavelength division

multiplexing In a single optical fiber to perform parallel binary

logic. Our system essentially operates very much like a single-hop

local lightwave network. This clearly needs wavelength - agile

optical transceivers for the purpose of dynamic coordination, and an

efficient protocol; we propose the Receiver Collision Avoidance

Protocol. The method Involves coding parallel pairs of data channels

with a '0' or a '1' In packets In an N data channel system with one

mown
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control channel which Is encoded with a stream of '0" (for 'off') and

'1' (for 'on') to match the number of pairs of data channels used.

The encoded control channel would then alert the receivers (detectors)

operating in pairs to manipulate the output for corresponding pairs of

inputs. In Table 1 and Table 2 below we illustrate respectively the

AND function and )MR function Involving Just a pair of data channels

for true logic. Note that identical pairs of segments In the control

channel are such that both on (off) means output Is 1 (0).

A B 1st Segment of 2nd Segment of
Control Channel Control Channel Output

0 0 off off 0
0 I on off 0
1 0 off on 0
1 1 on on 1

Table I

A B 1st Segment of 2nd Segment of pu
Control Channel Control Channel Output

0 0 off off 0
0 1 off on 1
1 0 on off 1
1 1 off off 0

Table 2

References
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All Optical Arithmetic Operations By
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ABSTRACT
We have studied the possibility of realizing all optical arithmetic opcrations using spatial
solitons and their interaction properties. A nonlinear planar waveguide geometry has been
considered.

SUMMARY
Our scheme is based on a couple of two propagating spatial solitons in a nonlinear waveguide,
under the hypotesis of transverse confinement realized by a third order nonlinear medium, and
where the relative phase is properly varied, so that the interaction properties of solitons can be
utilized to perform the required process.
Our analysis starts from an adimensional nonlinear Schroedinger equation':

'j 1 a 2ui-=-2---I uI u. (1)

Under proper conditions the propagation is described from the following system of coupled

15 ti equad ns2:q u, = -4 exp(-2q) co s(20 )

on= 4exp(-2q)sin(20) (2)

where q=q(z) is the reative distance, along the propagation direction, at the gnerically z
coordinate, and 0 is the relative phase of solitons.
In Ref.[3] the influence is studied of the change of relative phase of two input solitons, of equal
input intensity, on the intensity of the soliton whose phase has not been changedL The intensity
is found to vary according to the law:

ID = k,0 (3)

where k, is a constant depending on initial distance with respect to the other soliton.
This means that the phase information carried by a pulse can be transferred to the intensity of
another pulse after propagation (intensity modulation by change in phase ).
By the help of this property all aritmet operations can be realized. For example the adder
can be ralized when two soliton beamn enter in the same waveguide with a melative phase
equal to zero and their interactio in the first part of propagation is avoided by means of a

proper shield. A beam of intensity I1 propagated normally to the soliton path, changes via a

nonlinear interaction the reracve index of a lenght L of the soliton path (see Fig. 1), inducing

a phas-change equal to k,L11 . A second beam of intensity 12 interacts with the same soliton

V • • 0 -... ............. - . .
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fbr te sm lnth L indhdig a fwrde phase change equal to 41Jk, . The total phase dia

is k,0L411+12). If now we let th two solits to interact, they interfere according to th

insensity modulation effot, and Uth intensity of one soliton becomets 1. - k~kOL(1 1 + 12), that is
proportions] to Uth sum of intensitie of input beams, realizhing an optical addition.
In a simil way it is possible to realize an optical subtraction. In fact if we consider th ie
structure of th adder wher th zene interested by th second beam 12 is composed by a
negative nonlineiua uce index coefficient, the phase change induced over the soliton beam

is equal to -k,uL. The intensity of soiton after interaction becotes: I, = kik,$L(I - 12).

The division is mnde in aquite simila way by using only a beam of intensity I1. If we reduce

dt length L by a factor N, Ut phase change induced over the soliton is equal to kIlL N, and

the output intensity becomes l. = kkOl1L / N. This process is quite critical since it depends of
our capability of reducing the length L properly.
The multiplication is made by increasing N times the length L, so that the output intensity

becomes 1. = ki,,L*I,.

BETM OF BEAM OFIN NM , ,MENSrM I.,
i ~OUTPUTE]EAM

Io•k# (l1+,2)

VMMED Rf TMI AMUA INTMI'M
MODULATION CAN DEVEOP

FigL Scheme of the optical adder. The "liton enter with the same phase.

R.dezrnes

[11 V.E.ahwov, A.B. Shabat, Sov.Phys. JETP, 34, p.62, (1972).
[21 J.P. Gordon, Opt. Lett., 8, No.1 1, p.596, (1983).
[31 F.Garzia, C.Sibilia, M.•Bcaootti, in print on Optics Communications.
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Abstract

Detection of candidate object regions in a scene is step one in general scene analysis. New
optical morphological, wavelet and Gabor transform filters for detection are presented and
fusion is used to reduce false alarms.

Optical image processors must fulfill a variety of different functions if they are to find wide-
spread use in scene analysis, pattern recognition and product inspection. The first three opera-
tions performed in general image analysis are: detection (location of candidate object regions),
reduction of false alarms and image enhancement.

We consider three algorithms for detection: morphological wavelet transforms (MWTs),
macro Gabor filters (MGFs) and the hit-miss transform (HMT). These are shown in block dia-
gram form in Figure 1. All algorithms are realizable on the same optical correlator architecture
using different filter functions and nonlinear input and output operations. Each algorithm will
be highlighted and initial results shown.

MORPHOLoGICALMARRELa
CLOSE MIN4US OPE. + (LBDTCIN

( M)
SCENE_______ ROIS SCENEFUIN-*O

rW 6

__ •TRANSFORM I GIAo•
(CLUTTER MAP) (DEDTCIN

(a) MWT (b) MGT

SCENE (FOREGROUND) UNIO

(c) HMT

FIGURE 1: Detection algorithms.

Detection of multiple classes of objects independent of 3-D distortions and object contrasts
in the presence of clutter is a formidable problem. Thus, we expect a number of false alarms in
these detection outputs. To reduce these, we employ algorithm fusion as shown conceptually in

S........w ....... ... .u " UU g0 .. .. -.. .. . ... M ":
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Figure 2. The concept is to produce all three output detection planes and to AND etc. them
This is expected to reduce false alarms, since only false alarms present in the same pixel loca-
tion in all three outputs will be present in the final fused result Data showing a significant
reduction in false alarms will be presented.

RNPT DET
SCENE ROIs

FIGURE 2: Algorithm fusion to reduce false alarms.

Once candidate regions of interest have been located, they are now analyzed further to iden-
tify the object present in each region. Prior to this, image enhancement is performed. The mor-
phological portion of the MWT algorithm removes large clutter regions, the wavelet portion of
this algorithm removes clutter with small particle sizes and produces a clutter map. We also
employ morphological operations to enhance each such scene region. A new fast and very effi-
cient optical gray-scale morphological algorithm and architecture are used. The architecture
(Figur 3) is quite atniactive as it only requires binary light modulators. This algorithm and
architecture will be described and initial results will be presented.

OPTICALLY

P1 P 2 P ADRSE

n Vr VLn• ZTO _0LN LESENLSr

PLANE LENS PLANE CUE LENS

-i URE 3: Optical gray-scale threshold decomposition archiiec•tre for image enhancement.
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Abstract

Signals with significant overlap in both the space and frequency domauis may have little or no
overlap in a fractional Fourier domain. Spatial filtering in these domains may allow us to eliminate
distortion components which cannot be eliminated in the ordinary Fourier domain.

1 Introduction
Space-invariant filtering may be performed by multiplying the Fourier transform of the input signal by the Fourier transform
of the impulse response. Recently we have discussed how various space-variant operations can be performed by multiplying
with a filter function in a fractional Fourier domain [1]. These operations can be realised optically, because the fractional
Fourier transform can be realized optically. One approach is based on the use of quadratic graded index media [2, 3],
whereas another is based on the use of bulk lenses [4]. The graded index approach is closely connected to the definition of
the fractional Fourier transform in terms of its spectral decomposition, whereas the bulk implementation is closely connected
to its definition in terms of its linear trandom kernel [1].

The many mathematical properties of the fractional Fourier trandorm, its relation to the Wigner space-frequency
distribution, wavelet transforms, and chirp basis expansions, its applications to signal processing, and issues relating to
its optical implementation are discussed in the references. Due to limited space, we will here content ourselves with the
presentation of two examples of how space-variant filtering can be achieved by applying simple binary masks in fractional
Fourier domains. Among the many things we cannot mention, of particular interest is correlation in fractional Fourier
domains and its application to pattern recognition.

2 Definition of the fractional Fourier transform
The ath order fractional Fourier transorm of a function f(.) is denoted by FG[f](z) and may be defined as:

("J)(W = ir/4-*12) ir(x 2 cot ,- 2xz' cs4 + x'
2 cot 0))] f(x') dc', (1)f• ( .= in#1 •1/2 x l

where # = /2 and a fgn(sin,,). Some of its properties are: i.) linearity; ii.) YO and Y correspond to the identity
operation; i.) 71 corresponds to the conventional Fourier transform; iv.) JY f = _i * +2.

One of the most important properties states that performing the ath fractional Fourier transform operation corresponds
to rotating the Wigner distribution by an angle 0 = a(r/2) in the clockwise direction. We ae unable to discuss the Wigner
distribution here, although it is important to fully understand the filtering examples discussed below. The reader is
encouraged to consult [1] and the references given there. Roughly speaking, the Wigner distribution of a function f(.),
denoted by W 1(x,z P), can be interpreted as a fumction that indicates the distribution of the signal energy over space x and
fequency ,,. Defining the rotation operatorR for two-dimensionalfunctioms, corresponding to a counterclocwise rotation
by j, the property mentioned above can be expressed as Wy.-lf(x, j) = R.._,W,(x, P). Another version of this property [6]
is Z4[W1 (Z, _)] = IT, [f]12, where the operator It# is the Radon tranform evaluated at the angle 4. The Radon transform
of a two-dimensional function is its projection on an axis making angle 4 with the z axis.

3 Filtering examples
Cond the signal exp[-ilr( - 4)2] distorted additively by exp(-i;rz2 )rect(z/16). The magnitude of their sum is displayed
in part a., on the left hand side of the figure. These signals overlap in the frequency domain as well. In part b., we show
their a = 0.5th fractional Fourier transform. We observe that the signals are separated in this domain. The chirp distortion
is transformed into a peaked function which does not exhibit significant overlap with the signal transform, so that it can
be blocked out by a simple mask (part c.). Inverse transforming to the original domain, we obtain the desired signal nearly
perfectly cleansed of the chirp distortion (part d.).

Now we consider a slightly more involved example in which the distorting signal is also real. The signal exp(-wx2 ) is
distorted additively by cos[2w(z 2 /2 - 4x)]rect(x/8), as shown in part a., on the right hand side of the figure. The a = 0.5th
transform is shown in part b. One of the complex exponetLial chirp components of the cosine chirp has been separated in
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Figure 1: Example 1 (left) and example 2 (right)

this domain and can be masked away, but the other still distorts the transform of the Gaussian. After maskin out the
separated chirp component (not shown), we take the a = -lot tranform (which is just an inverse Fourier transform) to
arrive at thea = -0.5th domain (part c.). Here the other chirp component is separated and can be blocked out by another
simple mask. Finally, we take the 0.5th transform to come back to our home domain (part d.), where we have recovered
our Gaussan signal, with a mudl error.

The examples above have been limited to chirp distortions which wre particularly easy to separate in & fractional Fourier
domain (just as pure harmnmic distortion is partcularly easy to separate in the ordinary Fourier domain). However, it is
possible to filter out more general types of distortion as well. In some cases this may require several consecutive filtering
"oprats in several Mractional domams of diferent order [1. There is nothing special about our choice of Gaussian signals
other than the fact that they allow easy analytical manipulation. Also, there is nothing special about the 0.5th domain. It
just turns out that this is the domain of choice for the examples considered above.

In the above examples we have demonstrated that the method works, but did not discuss what led us to transform
to a particular domain and what gave us the confidence that doing so will get rid of the distortion. This becomes very
transparent once oe understands the relationship between the fractional Fourier transform and the Wigner distribution.
This relationship, as well as the general philosophy behind such filtering operations is discussed in [1].

4 Conclusion
Wha we know as the apace and spatial frequency domai ae merely special cams of fractional domains. These doinms
are indexed by the parameter a. The representatio of a signal in the ath domain is the ath fractional Fourier transform
of its representatim in the a = 0th domain, which we defin to be the space domain. The representation in the a = 1st
domain is the conventional Fourier transform. If we set up a two-dimensional space, called the Wigner space, such that one
axis (z) corrsponds to the a = 0th domain (the conventional space domain) and the other (Y) to the a = lot domain (the
conventional spatial frequency domain), then the ath domain corresponds to an axis iakin an angle 0 = ar/2 with the z
axis.

A desred signal and noise may overlap in both conventional space and frequency domains, but not in a particular
fractional domain. Even when this is not the came, spatils filtering in a few fractional domains in cascade may enable the
elimiation of noise quite conveniently. It is possible to implement thes operations optically.

It is a pleasure to acknowledge the contributions of A. W. Lohmamn of the University of Erlangen-Nfirnberg in the form
of many discussions and suggestions.
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All-Optical Dynamic Memories

M. P. Petrov

A. F. Iofte Physical Technical Institute of Russian
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Polytechnicheskaya str. 2s. tel. C812) 515 87 t05

ABSTRACT State-of-the-art review of all -opti cal dymani c

memories and their crucial elements is given. It discusses the

properties of all-optical regenerators of short optical pulses.

Characteristics and properties of an optical dynamic memory

operating through SRS in optical fibers are described.

SL0"aRY An all-optical dymanic memory CAOONM is designed to

store information in the form of optical pulses. AODM is needed

in optical digital computers, telecommunication systems, for

signal coding and decoding devices etc.

To be competitive.AODM should operate with rather short

pulses CTp =10-11-10-1 s) and provide almost unlimited storage

time CT 3. In the simplest case of moderate storage times CT <m m
10-5 ) AODM can be simply an optical fiber delay line. However.

at long Tm that is achieved by circulating pulses through a

fiber ring. AODN must include an amplifier to compensate f or

optical losses and a nonlinear threshold element to restore the

shape and time position of pulses. i.e.. to provide the

functional stability of the scheme. Such a nonlinear element

that has to suppress a weak signal and form a required standard

level of a high output signal provides a necessary signal."noise

ratio, the ratio between logic one and zero. and also a precise

pulse timing. In essence, this element is a regenerator of

light pulses.

Since a large bandwidth is required in AODW Cr =

10 2-10 13Hz)it is most suitable to use fiber optic logic or

switching elements of the type of nonlinear Mach-Zendner or

Sagnac interferometers. and elements based on the Kerr effect.

soliton interaction or SRS as regenerators. A typical drawback
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of fibre elements, i.e. a long latency time. does not play an

important role in AODM. As an example of a regenerator with

high parameters a nonlinear Sagnac interferometer (1) can be

mentioned. Its parameters are: clock frequency 5 Gbit/s, T 2 10
p

ps, signal peak power - as low as 0.74 W, interferometer loop

length - 5 km, and switching contrast - 15 db. Nevertheless in

spite of evident progress in various particular elements

constituting AODt there are little published data on the

experimental investigation of AODM as a whole. This report will

consider the main principles of operation of optical

regenerators and will consider in detail the experimental model

of AODM developed at A.F. Ioffe Physical Technical Institute

[23. The AOWN scheme uses a logic invertor operating through

SRS (33 as a regenerator and amplifier simultaneously. The

parameters of the scheme are as follows [23.Storage time is

almost unlimited, memory capacity - 500 bit, clock frequency -

100 MHz, pump wavelength - 1.04 rom. average energy consumption

- 2.5 W. pulse duration - 70-100 ps, ratio between logic one

and zero levels - 50-100.

Another approach of great interest are the schemes using

solitons. Here the pulse shape is preserved on signal

propagation along a large fiber length. Therefore increase of

the memory capacity and storage time can be achieved sometimes

in a more economical way E43.

To summarize, a fiber AOOM is one of those optical devices

that are of great scientific interest and can find practrical

use.
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Tecnology
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1-D hologrem technology for parallel informat ion recording and
processing and seom applicatiosa are considered. Among them are a two-layer
neural net performing serial-parallel processing. and an associative memory
using phototbermoplastic material. Both the theoretical and experimental
re•ilts are presented.

A disk memory system using 1-D hologram technology and som
awl ications for information processing are discussed.

One of apl ications is an optoelectrcnic neuroprocessor using 1-D
hologram technology. lbs nurorocessor processes informtion in a
serial-parallel way, which allow implementation of a high-capacity neural

netMlrk with up to 10'L interconnmctions, the number of real neuron being
mall. This is achieved by means of serial accumulation of signals dtring
comtinuous disk rotation.

'he artificial neuron used comprises a pair of photodiodes and an
electronic scheme with thresholding. Signals are accumLalated in time using
capacitors. That means the stmation of signals weighted with weights TJ.

Interneuran connect ions are impleamented by recording a 1-D
microhologram array an the disk. 7he structure of interneuron connections
can be changed by using different tracks corresponding to the different
models of neural networks. 7he disk can also be replaced, if necessary.

7hb holographic auroprocessor having 200-m disk with more than 1
Gbyte capacity provides the transfer rate of 16 Nbit/s, RPM being equal to

150. This allows implentation of neural nettwoks having 10s neurons in
each layer or 5000 different neural nets ', having 1000 neurons in each

layer. In this case the processing time of one layer is equal to 120 me.
Note that one has an opprtuity to increase the processing rate by 1 or 2
orders of magnitude by increasing RPM, laser powr and the sensitivity of
the jOxtodetector array.

Another application relates to a holographic associative memory
wherein 1-D infornatiin is recorded on photothermoplastic material.
Information is recorded in the bipolar form using separation by
polarization. Two version of the memory have been investigated: with
angularly smperimposed holograms and with spatially separated ones.

Linear electrooptic 32-channel light modulators were used to form both
Information arrays and reference sources in the process of recording and
correlation retrieval. 7he arrangement of modulators and linear
photodetector arrays minimizes the overlapping of correlation signals. 1-D
information recording is performed sequentially, each Information array
being recorded with a separate reference berm, using a separate channel of
a reference modulator.

Ithn the correlation analysis is performed, a key array is fed to the
signal modulator for associative search. 7he retrieved correlation signals
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are detected by photodstectors of correlation signals. Electric correlation
signals ame thin processed to determine the number of the array wthich
norw, mYPmao most of all to the key array according to cne or anoth•r
criterion.

To retrieve informtion of the selected array, the signal modulator is
turned off and the respective channel of the reference modlator is turned
on. The bes restores the selected information array on the signal
Photodetectors.

In the eperiimnt ten informtion arrays were recorded in the
holographic associativ mnmory with spatially separated hologram. Each
area of the photothermplastic was charged and developed separately. The
diffraction efficiency of hologram was in the range of 5-7%. 7
associative search wa inwetigated by feeding parts of the recorded arrays
to the modulator. 7he probability of an array selection error versus number
of bits in the key array after 100 recording/erasing cycles was determined.
As has been found, the scheme with spatial separation is more preferred in
ca photothermoplastic hologralphic media are used.

'This work was financially supported by the Russian Fundamental
Research Foundation, Grant No. 93/012/921.
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Associative memory for rotation pre-processing
and projection invariant pattern recognition.

Guy Lebreton, GESSY, Universit6 de Toulon
B.P.132, 83957 La Garde cedex, France

Abstract

New advances on invariant pattern recognition using associative optical
memories, showing simulations and first experimental results, on
1) orientation detection of any object before identification,
2) pattern recognition invariant to scale and projections.

Summary

To increase the computing efficiency with moderate data flow (Video rate typical),
the original idea of the hybrid neural network architecture (modified Hopfield
type), is to utilise a non-linear optical amplifier between two cascaded optical
correlators, the first one giving the weights (inner product with central
correlations), the second yielding the weighted memory output for electronic
thresholding and feed-back to the optical processor. In the implementation
proposed at 0C'92 [1], the high capacity programmable optical memory was a
photothermoplastic plate, and the non-linear amplifier was a BGO crystal with
phase conjugation. It was shown that a high non-linearity (to the order 4 at least)
maintains the dominant influence of the F(O) peak in an extended window required
for shift invariance [21). The progresses presented here do not concern the non-
linear optical layer, but the algorithms of the process, and should be also of
interest for electronic computing.

The main improvement for the convergence is an adaptive thresholding. In a
standard Hopfield model, the threshold plane is the correlation plane, which
cannot be accessed here. Thus one utilise the Parseval Theorem, saying that the
correlation peak amplitude equals the energy of the signal. Our threshold criterion
is then the sum of the output plane. Simulations show that the best convergence is
obtained with an adaptive threshold coefficient, to increase the gain when the
competition is low between the output modes.
Previously, the memory content for orientation detection had to be selective of one
class of object, with limited tolerance to distortions, and worked only on contours
with low optical efficiency. Now, excellent results have been obtained for any type
of filled objects, using as memory a simple line with rotated replicas. An example
is shown on Figure 1.The selectivity, tested with ellipses as input, reaches a I dot
difference in the discrete image.
After this pre-processing, a full invariance in pattern recognition has been
obtained with a new Log-Log single harmonic filter (2-D Mell'- transform).
Invariant to projections on both axes, it does dot require a Mellin transform on the
real-time input as in previous implementations [3]. Its discrimination capability is
illustrated on Figure 2.
Simulations for the associative memory with this filter are on progress and will be
shown at the conference, so as the optical experiments for rotation pre-processing.
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Associative memory for rotation pre-processing
and projection invariant pattern recognition.
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Optical Implementations of a Stochastic Neural System
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Abstract

The paper addresses the 4esign of an opto-electronic implementation of a stochastic bit-
stream neural system which operates by manipulating digital bit streams to create emergent
activation functions using extremely simple logic.

This paper investigates the possible strategies for implementing a stochastic neural network
design [6] making use of the latest opto-electronic technologies [3, 4]. The network design
operates by manipulating digital bit streams to create an emergent activation function using
extremely simple logic. The neural design and implementation strategy will potentially yield a
number of impressive benefits.

"* The optical connections have a very high bandwidth which can overcome the I/O bottle-
neck in VLSI implementations of the stochastic neural design [5].

"* The stochastic approach introduces real values through a precisely controlled probabilis-
tic technique, which makes possible a complete and exact mathematical description and
simulation of the network functionality.

"* In contrast to analogue implementations, digital networks can be combined without intro-
ducing further uncertainties in the accuracy of the computation. Hence implementations
can be scaled up without major modifications.

"* Both the speed and the digital nature of the basic operations will mean that effective on-
chip learning may be incorporated into the design, by exploiting the stochastic properties
of the network operation.

A standard neural design involves a network of neurons each processing its inputs through
a weighted sum and calculating a sigmoid-like function on the result. Hence, one of the funda-
mental problems inherent in a massively parallel implementation of a neural architecture is how
to multiply together the real inputs and their corresponding weights without resorting to cum-
bersome bit-parallel digital circuitry. The analog solution to this problem incurs a number of
difficulties, including relatively low resolution, cross-chip variations in component performance,
and the resulting problems in constructing large-scale reliable systems.

The stochastic bit-stream approach combines the benefits of digital circuitry and analog
simplicity. In this approach a real value v in the range [-1,11 is represented by a sequence
of bits [2] in which the probability of each bit being set to 1 is (v + 1)/2. The bit stream
created by the bit-wise XOR of the weight and input streams computes a stream representing
their product. One bit of each of these individual weighted input streams are summed and
compared with a threshold value to determine a bit of the output stream. The interaction of
the probability distributions of the sum and the thresholds creates a sigmoid-like functionality,
which can be precisely described [5]. The design of a single neuron is, therefore, extremely simple,
making it possible to map a large network onto an established implementation technology. The
functionality of the neuron will, however, be demonstrated with simulations of the application
of the Mean Field Annealing algorithm to the graph bisection problem. The quality of solution
and number of iterations is comparable with standard neurons, though if the neurons were
implemented in massively parallel technology large graphs could be processed in real time using

the bit stream technique. .1
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4In this paper we will prese-t two opto-electronic implementations of the neural architecture.
They are illustrated in figure A. One design is fully spatially multiplexed (maximally parallel),
whilst the other introduces the extra dimemsion of time multiplexing. A neuron in a time
multiplexed system receives the first bit from each connection in turn and only delivers an
output bit when all have been processed. This considerably simplifies the design of the neurons,
but at the expense of their operational speed. It also simplifies the beamlet optics for a given
number of neurons when compared to the fully spatially multiplexed design.
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will depend of the overall system architecture. For example, the time multiplexed designs will
contain high speed subsystems, that will require the use of the faster opto-electronc devices.
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Abstma

An attempt is made to exploit the inherently rich physics of volume holographic interconnects. The effects of
crosstalk and nonlinearities are considereL When combined with a novel feedback configuration, complex,
self-organising behaviour is seen to emerge.

Volume holographic interconnects represent one way of applying optics in connectionist approaches to signal
processing. They combine the usual advantages of optical interconnects, together with high storage capacities
(>A09 weighted connections cm-3) and offer the possibility of weight update during training [Pack et al].

However, when used in the 'conventional' way, several factors constrain their performance.
These includ& cfUlcta buzh as diffracted amplitudes being a nonlinear function of grating strength; cross gratings
and multiple grating interactions giving crosstalk; the recording of modifying of gratings invariably changing
the strengths of other gratings in the hologram and nonlinearities introduced by the recording process itself. All
the foregoing limit the use of volume interconnects, even when the training process takes account of these
factors [slinger]. An alternative approach is to attempt to use these phenomena to good advantage - in effect, to
exploit more fully the rich physics of this dynamic, multiple grating system. This may enable it to perform
useful information processing tasks in its own right. To investigate this idea, it is necessary to study the regimes
of behaviour of the interconnect in various configurations.

One such novel system is shown schematically in figure 1. A single mode fibre has been
added to the conventional volume interconnect arrangement. This fibre feeds light from one output, back into
input 1, via a beamsplitter of reflectivity R.

LES LENS Figure 1.
X Schematic of the fibre

INPUT PATrERN -feedback modification to the
:a a? ..... usual volume interconnect

- ~dynamuic holographic
material (e.g. a liquid crystal

a, a, oOxTuc, RRA cell or a photorerradlve)

cabfed bek RRY ak, and the absence of a training

ed ph-a deray.

SINGLE MODE FIBRE

The governing equations can be written as:

n= ,+G . 0 (1)

--.- =n -A G~ + B ae(2)

where n is the bulk refractive index of the hologram material, c is the velocity of light, O. is the angle of
propagation of wave n, amplitude a.. G. is the mn th grating strength. y, A and B are material constants.
Equations (I) we coupled wave equations describing the diffraction of the waves as they propagate through the 4
hologram, whilst equations (2) describe the grating formation in the hologram - for the case shown, a
photorefractive type response is assumed. The boundary conditions can be written as:

adx=O.t) =a.. for mA1

(3)
a(x =0, t) ajo 0(-R) + R (-L) a(x = d, t) exp(j#)

Mis
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4 The feedback from the fibe combined with the time dependa natue of the gaip in the hologram, endows
the system with very rich and varied behaviour. In particular, for certain system parameters, the output of the
interconnect can exhibit multiple fixed point, limit cycle and strane tractor behaviour. These arise as the
system essentially performs a N dimensional complex mapping:

= J(~)~. ~x))(4)

where agx), = (a(O,a). a2() ... ,0]t)1T is the vector representing the diffracted wave amplitudes, g(x), is the
matrix of the Gm, grating strengtf (omn= l,2,3,..Y), at hologram depth x and time t. g(O), can be regarded as an
input pattern presented to the system. This pattern input, together with the material and other system
parameters, determines the time evolution of the system output.

Figure 2, for example, shows a bifurcation diagram resulting from varying the loss factor L in
the fibre feedback loop. The figure indicates the variety of complex behaviour possible with this system, by
changing a single, easily modifiable, parameter.

Typical thearelcal biurcati diagram of system output
"power, asa function of fibre loss parameter L N=2 case.
Fixed p101ts (egl- at L=1), Umit cycles, period doubling routes to

is caos, and chaotic behaviour with 'pps' where periodic motion

a L

returns, can all be seen.

00

0. 0.4 0.6 0.6

Such complex modes of behaviour are being increasingly viewed as advantageous in pattern processing. For
example, the ability of a system to change its dynamics during a search task has been demonstrated to give
superior classification performance [Nara et al]. Additionally, complex dynamics in a classifier can also give it
advantages in noisy environments. The volume interconnect system described here also has direct equivalence
to many features of the coupled map lattice paradigm [Kaneko]. Looked at in a slightly different way, the
iterative processing, generated by the feedback, endow the system with properties not obtained with layered
networks of comparable size.

Self organisation in pattern processing can be useful as a preprocessing stage of a pattern
recognition system (e.g. as in Kohonen's self organising feature maps). The interconnect described here also has
its own self owganising features. In particular, it is able to associate input patterns with different attractors at its
output. Inputs that differ slightly can be classified to give rise to the same attractor. In this way, the system
performs classification and clustering without external supervision.

In conclusion, a system has been formulated that exploits, more fully, the complex physics
available in the volume interconnect. This includes the use of many processes conventionally regarded as
detrimental to interconnect behaviour. Unusual, and possibly beneficial, modes of behaviour resulL

Kaneko K (ed) "Theory and applications of coupled map lattices", Wiley, Nonlinear Science Series, (1993).
Nara S, Davis P. Totsuji H, "Memory search using complex dynamics in a recurrent neural network model",
Neuerl Neswm , 6, (1993), p.963-973.
Pack E 0, Wullert J R, Patel J S, "Holographic implementation of a learning machine based on a multicategory
perceptron algorithm", Optics Lenrs, J4, no.23, (1989), p. 1303-1305.
Slinger C W, "Weighted volume interconnects for adaptive networks", Opcal Compudng and Processing, 1,
no.3, (1991), p.219-232.



TuB4/171

Optical Lateral Inhibition Networks using Self-Linearised SEED's

Paul Horan
Hitachi Dublin Laboratory,

O'Reilly Institute, Trinity College, Dublin 2, Ireland.
Tel +353-1-6798911 Email <paulh@hdl.ie>

Abstract
A family of lateral inhibition architectures which use the self-linearised SEED effect to

implement optical subtraction are described, and the operation demonstrated in simulation.

Introduction.
Lateral inhibition networks, where nodes within a processing layer inhibit one another,

form a very important class of networks. They are not amenable to processing on conventional serial
mach:ne-, since they require some type of iterative self-consistent solution. But it is this property
that makes such networks suited to parallel implementation, and the dense, recurrent nature of the
interconnection suggests an optical approach.

The essence of any inhibition network is that the activity level of an individual node must
decrease in response to increasing input from neighbouring nodes i.e. subtraction, which is difficult
to do optically. One approach has been to use an optically coupled pnpn light emitter and an npn
phototransistor.11] An alternative possibility is to use the Self Linearised SEED effect, observed in
a serial photodiode-SEED modulator combination.12,3J Feedback provided by the common current
causes the modulator reflectivity to decrease as the light falling on the photodiode increases. The
small range of modulation can be improved by incorporating the SEED device in a resonant optical
cavity.141 This combination is made more attractive when we consider that the SEED is, itself, a
pin diode, allowing the possibility that the detector and modulator can be made together in the
same integrated process. However, certain difficulties are experienced using the quantum well
diode as a photodiode, as it is not voltage independent. Miller has suggested 3 ways of
circumventing this problem.131

Having established that we have a good optical subtraction technology, we will go on to
investigate architectures in which this effect can be utilised.

Simple lateral inhibition.
The simplest lateral inhibition optical system we can conceive of is shown in figure 1 in a

one-dimensional format, although this can be extended to a two dimensional computing surface.
Each node consists of a detector-modulator pair, and receives an external input which is incident on
the modulator. A portion of the reflected signal is redirected to the detectors of neighbouring nodes
in some manner, which defines the lateral interconnection function g(x). The node does not inhibit
itself. The optical element is not specified and may be reflective, refractive, diffractive, or
holographic. Thus, the reflectivity of a given modulator is dependent on the total inhibitory
signal received from neighbours, and decreases linearly in response to it. A point to note is that the
internal state of the node, which we identify with the modulator reflectivity, is determined
purely by the neighbours, and is not dependent on the input to that node, although the final output
is. This single pass geometry effectively results in a convolution of the input with the lateral
interconnection function. Figure 2 shows the results of a typical simulation with flat lateral
inhibition ±3 nodes. A periodic boundary condition is imposed to avoid edge effects. This network
performs a simple edge-enhancement function. The response of the system reflects the essentially
linear nature of the device. While still linear, the state of the node can be made positively
dependent on the input, as well as inhibited by neighbouring nodes, by using a differential pair of
detectors, following the example of Miller.13J

Lateral inhibition with feedback
By introducing a nonlinear, recurrent feedback of the output to the input winner-take-all

(W-T-A) behavi.-ur can arise. This can be done by using a second modulator array for input, as
shown in figure -. The modulator array is uniformly illuminated and the external inputs presented.
The modulated beams are then directed to the laterally connected layer as before. However, if the
output is monitored and used to control the input modulator array a recurrent loop is established.
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All that is required is that the input is presented for a sufficient time for the feedback loop to be
established, thereafter the input is removed and the system converges to a stable state. Again, this
is a one-dimensional example of a possibly two-dimensional surface.

Cheng & Wan have shown that there must be gain, however small, in the feedback loop; if
not, all signals will decay to zero.151 More importantly, from an optical point of view, they have
examined the situation of limited lateral inhibition. Global interconnection, leading to a single
winning node, is not feasible in an optical system, as finite optical power can only be distributed to
a limited neighbourhood. They have shown that in a finite interconnection network a winner will
arise in a neighbourhood defined by the range of interconnection.[5] Thus, there are local winners
where the width of each competing cell is roughly determined by the lateral interconnection
distance. A point not stressed by Cheng & Wan is that each cell must have a winner, even if the
input in that area is perfectly uniform. Small spurious variations arise during the iteration process,
and these become amplified, eventually giving a "winner". Figure 4 shows an example of an input
and the final result that the simulation converged upon. As can be seen, local maxima are located,
but a spurious peak also occurs (around node 22). Such a system could form the heart of a self-
organising network, when prefixed by a Hebbian network.161

A further nonlinearity is introduced in shunting networks where the lateral inhibition
signal is modulated (multiplied) by the value of the node. 171 In the context of this work an optical
implementation can be envisaged whereby the inhibition optical signal is reflected from the node
modulator before detection. This would necessitate a more complex optical arrangement. It should
be noted that this would not correspond directly to the conventional shunting network as, in this
case, the inhibition signal is being multiplied by the modulator reflectivity rather than the single
state variable generally used.
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D. Miller, D. Chemla, T. Damen, T. Wood, C. Burras, A. Gossard, and W. Wiegmann, 'The quantum well
self-electrooptic effect
device: optoelectronic bistability and oscillation, and self-linearized modulation" IEEE J. Quant.
Electron OE-21 1462-1475 (1985).

3 D. Miller, "Novel analog self-electrooptic-effect devices", IEEE J Quant. Electron 22, 678- 698 (1993).
4 B. Shoop, B. Pezeshki, J Goodman and J. Harris, "Noninterferometric optical subtraction using

reflection-electroabsorption modulators", Opt Lett 17 58-60, (1992).
5 Y. Cheng and Z Wan, "Distribution of winners in local lateral inhibition", Proc. of the Intl. Joint Conf on

Neural Networks, Baltimore, Maryland, 7-11 June 1992 (IEEE 92 CH 33114-6, 1992) pp 111-456 - Ill-
460.

6 T. Kohonen, 'The self-organising map", Proc. IEEE, ZL8 1464-1480 (1990).
S. Grossberg, "Nonlinear neural networks: principles, mechanisms, and architectures", Neural Nets, 1.

Fig 1 oI m input

s,.nI. ed lector Fig 2 OutuI I
moclulelor wray away

external rernt, f

SSearray 

0u60b
0 .w n 2 0 '

Fig 3 s mi~ u, w dee to1 Node 21 3M

modulator aray may Fig 4

SEo - . "•l 
V V . ..



TuB5/173

Optical Spatiallfrequerncy Filtering and Adaptive Neural Networks
baued on Fractional Fourier Transforms

Soo-young Lee
D~eprtment of Electrical Engineering

Kome Advaxed Institute of Scieand Technology
373-1 Kusong-ckmg, Yusoeog-gu. Teemo 305-701, Koram (South)

Tel: +82-42-860-3431. / Fax: +82-42-W893410 / E-Mail: sylee~eekaistec.kr

Abstract Based on fractional Fourier transforms a new optical wArchittre is developed to
make ci- gr-n'4, between. shift-invariant (frequpency) and ;_si, 4-dwegx*en filtarings, and its
analogy to neural networkts and corrspoingy AGmni algorithm am preseted.

1.Introduction

Recently Fourie trasfom of fractinnal order and their optical mimplemenitatio had been
developed.- [12 Unlike the ardinary Fouier transform, iLe. the fractional Fourier transform
with order 1, the fractional Fourier transforms extract features which combine both spatial and
spatial-frequency ch--r---tersitics of the original ivmags One may easily expect that the
fractonal Fourier transhrmed image is somnething between the original image and full Fourier

I esfrud image. The fractional Fourier transform may be optically nieintdby
quadratic graded index (GRIN) medisa which provide rotation in Wigner [21 or Quasiparticle
[3] disbtribtion, function. Much simpler optical architecture with only single lens or double
lense with proper spacing were also reporeL [2] In this paper we present a new optical
architecture for shift-invariant (spatial frequency) and position-dependent filterings based on 2
fractional Fourier transforms, and develope analogy between this architecture and neural
networkcs Adaptive learning algorithm to design the filters or neural networkcs is presented.

2. Optical Spatial and Spatial-Frequency Filter based on Fractinal Fourier Transforms

The fractional Fourier transform of order p=IIN performs ordinary Fourier transform
when applied N limes sequentially. Its shifting rule is worth noticng. Assuming the frac-
tional Fourier transform of order p for the "~x is F'(uWxfrUW, IF'(zt-b)) becomes,
IM~ - b cos; 01 where *=p x/2. [1] For ordinary Fourier ansforM i~e. p=1, I F1(ax-b))I
is IUMk) to result in shift invariance For fractional Fourier transforms this shift invariance
is somnewhat destroyed and position-dependent informnaton is maintainned. When. input img
is filtered at Fourier plane in the 4-f matched filter, only spatial-frequency filtering is
performi-ed and results in convolution integral. This space-invariant input-to-outpiut mwn
is useful for target localization and tracking, but not desirable for many classification or
associative memoy of many images. Slight local shift invariance is usually enough and

We substitute the ordinary Fourier transforms in the 4-f matched fl~ter into fractional
Fourie transforms with ordes Pi and Ps Following Ref.[21, we adopt simple one thin-leas

archtecureand explicit integral formula for a f~ractional, Fourier transform. Witthin the
dminput-outpu mapping relationship of the pi-ps filter is now newly derived, and

teresuilt: for the most interesting case (pi+P2=2) becomes

VWx f u(z)h sin*z ) exp[-Vx 2X I di,,(

where idz) and vWx are input and output, respectively, and *1, = ps,0 and *2 = p221/2.
The ht.)is the ordinary Fourier transform of tbe filter HWk between the two fractional
Fourier transforms. Compared with the 4-f matched filter, EQA(1 now has scaling factor
(usnka) in th filter function Also, additional exponential moidulation, which emphiasizes spatial
pont near x=X is introduced. This expoimlial term destroys the shift-invaariane and
provides postin-dpulen dssficastOn with slight local shift-invariance The relative

imprtace f te shift-invulant (frequeny) filtering and poiton-eedn t Iclassikiationk is
~tiloed by the *i = pi. 0/. Charaicter, image, and spehrecognitions might be useful

applications Of this optical filters.
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s~atai/fe~l ficy ltes wre shown, Wher the U nd Vj ar e input and oulixit, respectivel,
and Um and Vx. we cor Respndig fractional Fourier and inverse transforms. The fractional
Fouier tnanform operations am now substituted by 2 synaptic weights, W." and WLX, and

liea ummation at U. and ui. For classification problems additional Sigmoid fwxetio So)
may be followed. The g.'s am filter transmissions betwee the two fractional Fourier
transfoms and adoptively trainabbLe 'Iis architecture with fbied global synapseis and
adoptive local contro~l gains is simia W the TAG (Training by Adaptive Gain) model [41, and
the popular error back-propagatio learning rule is still applicable. With proper definition of
tota output erro one can upat the on propotionl to -Re[ Un-raj, where the Ym is
back-propagated, effo from 5ik. Optical architecture for this neural networks with error
back-propagation learning is shown in Fig.2.

4. Conclusion

In hisPa wePrsen anewoptca arutctu fr Eteing and
adaptiv neural networks based an fractional Fourier transforms. 7be developed learning
'algoithm for the neural networks is also applicable to design of the flitwer. The optical

architecture is simlrA to 4-f matched fiftes, and requires only 2 lenses for filters and 3
lessfor single-laye adaptive neurl networks with back-propagation learning nile.

Extenson to nailti-layer neural networks is straight-forwad and the ermra back-propagation
algorith and optical architecture are still valid. With this simple architecturet and devices

large-scale optical imlmn atino adoptive nweul networks becomes feasible.

AcnwPIJM.Mm 1"- boo. baic idaon this- paow was initiated during the author's sabbatical
leave at the University of Eriangen-N4firobera as a Ehumboldt Research Fellow hosted by Prof
Gerd Hhler. The author also, would like to express his thans to Prof. Ajiolf Ldhmnnx for
introchacing him Wo thel dsubec Of fractional Fourier ftSdrasoms.
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J. Opt. Soc. Am. A. 10, 2181-2186 (19M3)
[31 Soo-Yomng Lee and Nathan Marcu'vitz, -Quasiartcle descrption of wave propagation and

reflection in iubommegsaars media,* MEEE Trans. Ant Prop., AP-34, 613-6M (1986)
[41 Hyuok-jaLee A soo-young Le%~ saan-ywng shin, and Bo--Yun Koh~, 'TAG A neural

netorkmoel or are-saleopica imleenttio.-Neural Computatin,3 135-143
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Abstract

We present results obtained with an all-optical self-organizing map neural network applied
to digit recognition. The experimental system is built around two Ferroelectric Liquid Crystal
Bistable Optically Addressed Spatial Light Modulators in a resonator configuration.

Summary

The neural network we implement has a conventional structure with an input layer of neurons
connected via the synaptic weights to a second layer or "map" of neurons. The system is based
on Kohonen's self-organizing map [11 where the spatial neighbourhood of the active neurons is
taken into account during learning process to produce a topological organization of the activity:
similar inputs produce similar map-layer activities. The implementation is all-optical in that
electronics (in the form of a personnal computer) are used only for system synchronization and
modification of learning parameters, all calculations, thresholding, weight updating etc are per-
formed in parallel in optics.

The key devices in the optical setup are two Ferroelectric Liquid Crystal Bistable Optically
Addressed Spatial Light Modulators (FLC-BOASLMs). If such a valve is illuminated with a
given pattern and an electrical pulse is applied to the electrodes, the pattern can be binarized
and stored on the valve for subsequent rereading. One valve is used in this way to perform
the thresholding of the neural activity. Although the BOASLMs are intrinsically bistable, by
operating them near the threshold voltage and using spatial integration techniques they can be
made to show a grey-level behaviour [2]. A second valve is used in this manner to store and
update the synaptic weights.

I @ Nl:mAWe• t msp. T 1 l

(a) Creation of the neural activity. (b) Weight updating.
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The basic operation of the syster ; shown above. The input pattern, X~j, is presented to
the system with an electrically addre•-•t SLM. This pattern is imaged onto the array of weight
maps. lVii, (first BOASLM) thus activating the corresponding weight maps. An optical crossbar,
consisting of a lenslet array and a collimating lens, then images the activated weight maps onto
the second BOASLM thus realizing the required sum E XjWj. The resulting neural activity
is binarized and stored on the second BOASLM. The neighbourhood function is introduced by
varying the height and duration of the voltage pulse sent to the BOASLM to dilate or erode the
neural activity pattern.

This activity is read with a plane wave, duplicated with a Dammann grating and fed back,
through the input image, to the weight map BOASLM where it is added to the active weight
maps and subtracted from the inactive ones. The effect is to reinforce the connections between
active input neurons and active zones in the neural map, while at the same time weakening
non-productive connections. In this way a Hebbian-type learning rule is implemented.

Computer simulations which take the limits of the optical system into account, have con-
firmed the feasibilty of the approach; the network correctly learning and classifying a set of test
input images as well as demonstrating generalization capabilities [3]. The experimental system
has already been shown to correctly recognize the different input classes when initialized with
a weight map array obtained from the simulations. Our present work is concentrated on the
demonstration of optical learning, the most recent results in this direction will be presented at
the conference.
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Abstract: We present experimental data of a novel differential PnpN optical switch, showing a
cycle time smaller than 60 ns and an optical switching energy of 0.2fJ/ln 2.

III-V optical PnpN devices (also variously called DOES, VSTEP,...) are promising optoelectronic
switches. Very good optical sensitivity (400 fJ or 0.07 f/Itm2) has been reported for a differential
pair of optical PnpN devices [ I ]. However, the repetition speed of the operation cycle is very slow
due to the long switch-off time (of the order of 0.1 to 10 ms). The switch-off is governed by the
slow decay of excess free carriers stored in the center p and n layers of the element of the pair
which was in its on-state in the previous cycle. For correct operation of the pair, the light-
generated carriers must exceed the excess left-over carriers of the previous operat'on cycle.
Therefore, for operation above kilohertz, the optical input energy is large. In other words, the
trade-off between cycle speed and optical sensitivity is poor.

We solved this trade-off problem by making monolithic differential pairs using the PnpN devices
described in the abstract of Heremans et al. [2]. The devices are specially designed such that the
center p and n layers pan be completely depleted of free carriers in nanoseconds by application of
a negative anode-to-cathode voltage pulse ("carrier-extraction phase") prior to giving the optical
input. The area of the thyristors of a pair is 30 x 40 urm2.

An operation cycle consists of 3 phases. First, a carrier-extraction pulse (20 ns), to reset the
thyristors of the pair; then, a light input phase (the shortest time for this phase was 3 ns); third, a
switch-on phase, during which the thyristor which has received the optical input switches on and
emits light (20 ns). The total cycle time is thus smaller than 60 ns (limited by our apparatus).
Such cycles can be pasted without dead time in between. Therefore, the operation cycle
frequency of our switch is at least 15 MHz. Figure 1 shows the measured relationship between the
duration of the optical input pulse and the optical input power necessary for correct switching in a
sequence LRRLLRRL (L meaning switch-on of the left element, and R of the right element in the
pair). The figure shows that 0.25 pJ is sufficient for correct switching. This corresponds to 0.2
fJ/,tm2. Figure 2 demonstrates the necessity to use the carrier-extraction pulse: the optical input
energy increases with 2 orders of magnitude when the amplitude of the carrier-extraction pulse is
not sufficient for completely depleting the PnpN devices of the pair during the first phase of the
operation cycles. It should be noted here that all PnpN-based optoelectronic switches published
so far have a layer structure which does not permit complete carrier extraction by an extraction
pulse.

Figure 3 gives a general overview of the performance of acknowledged optoelectronic switches,
including S-SEED, FET-SEED, HPIT+LED, VSTEP, PNPN. Two figures-of-merit are plotted: the
required optical switching energy per unit area and the achievable cycle frequency. Our switch
shows the largest sensitivity-bandwidth product, despite the fact that we have performed no
optimisation as to its speed (10-fold improvement should be achievable). Additional advantages
are the non-critical operation voltages and input wavelength, simple and short epitaxial growth and
relaxed lithographic constraints.

[1] K. Hara, K. Kojima, K. Mitsunaga and K. Kyuma, IEEE J. Quant. Electr., vol. 28, no5, 1992.
[2] P. Heremans, M. Kuijk, R. Vounckx and G. Borghs, "The completely depleted PnpN optoelectronic

switch", abstract sent in to Optical Computing '94, Edinburgh, August 1994.

S. .... W . ... . .U .. .....- :: U ! • n.. . 9 . .I -:.. .



H]

TuC1/178

too

10 0 00
a-

22 0

' 4

10 0

6 0
4 ( 0

: measured
2-250 Nfemtojoules

I I I iIIIpIJ 0.1llfl
2 4 6 2 4 6 2 .

10t 100 -10 -8 -6 -4 -2 0

Optical pulse duration (ns) Extraction pulse amplitude (V)

EigurzA1: Measured external optical Figure 2: The necessity of the carrier-extraction
switching energy of 0.25 pJ/1200 jim 2  pulse: insufficient carrier extraction results in 2

orders of magnitude larger optical input energy

Optical Switching Energy I Detector Area (fl/jim 2 )

fl I llt. mrrr lllll [gill| l -rllll l -fi

I 
-0_ 

__ ---

I S-SEED (AT&T)

(_)_ 3 2 FET-SEED (AT&T)

145 2 3 NIPI-modulator (Erlangen)
i

_____4 laser VC-VSTEP (NEC)

I 5 HPT+LED (Matsushita)

7 0.1 6 PNP(N)+VCSEL (New Mexico)

7 Differential PNPN (Mitsubishi)

8 This work (IMEC-VUB)

l 111 lW ~lJJ | 11111 US 11 I flll l

Sin&Sbo 1 10W 10 I0 d0
Cycle Frequency (Hz)

f]XWrt.1 Optical switching energy per unit detector area versus cycle frequency of optoelectronic
switches. The reports not mentioning a cycle frequency have been grouped under "single shot operation"

-I ... ........IF.......... 
:- lr .. . . w ...... ww,,.



TuC2/179

AlAs/GaAs Multilayered Structures as Low Intensity
Nonlinear Optical Media

Steffen Knigge, Markus Wicke, and Dieter JUger

Fachgebiet Optoelektronik, Universitit Duisburg, FB 9,
Gebiude Kommandantenstr. 60, 47048 Duisburg, Germany,

phone +49 (203) 379 - 2409, fax. +49 (203) - 3400.

Abstract

The nonlinear optical properties of hybrid AlAs/GaAs Bragg reflectors are
presented. Experimentally, optical bistability at optical intensities as low as
35 mWcm-2 is obtained when a bias voltage of 115 V is applied.

Summary

In 1992 Cada et al. [1] observed optical nonlinearity in a periodically layered III-V
semiconductor structure consisting of pairs of optically linear (AlAs) and nonlinear (GaAs)
layers and optical bistability was found at optical intensities Ii. of about 10 KWcm- . In
the same year, optical bistability was achieved by the authors in a hybrid multilayered
AIGaAs structure at optical intensities of merely 1.4 Wcm-2 at a wavelength of 885 nm
using a bias voltage applied perpendicular to the layers [2]. And a physical model for this
hybrid case has been developed recently using a phenomenological approach [3]. Moreover,
Ivanov and Haug 14] formulated analytical equations for this hybrid case leading to optical
intensity levels of less than 1 Wcm- 2 . Additionally, they predicted switching times in the
order of 100 ns giving characteristic energy densities smaller than 100 nJcm- 2.

I,•-iu • V0

GaAs
AlA20 pairs

substrate
(GaAs)

Auru
Fig. 1: Sketch of the hybrid multilayered
structure.

In this paper, a hybrid Bragg reflector is investigated consisting of 20 pairs of GaAs
and AlAs layers with nominal thicknesses of 58 nm and 69 nm, respectively (Fig. 1). In a
first experiment, the reflection is measured as a function of the incident optical intensity Iin
at a wavelength A of 879.5 nm and using an impressed voltage V0 , see Fig. 2. Obviously,
starting at low intensities the reflection first decreases with increasing Ih•. Further, at
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Fig. 2: Optical bistability measured at Fig. 3: Intensity for the switching between
room temperature. lower and higher reflection state versus

reciprocal externally applied voltage.

a threshold intensity Ith, in this case 180 mWcm- 2 , the reflection switches to a higher
state. As can be depicted from Fig. 2, the reflection contrast ratio is 2.0 dB. Lowering
the optical intensity again, the reflection remains almost constant at the higher level. At
I,, = 32 mWcm- 2 the reflection switches back to the first state and a hysteresis loop is
formed. As a key result, the optical nonlinearity is enhanced by an order of magnitude
as compared to the results of 1.4 Wcm- 2 in [2].

In a further experiment, the threshold intensity Ith is determined as a function of the
external voltage V0 . From the plot in Fig. 3, it is concluded that Ith is proportional to
1/Vo + const. As can be seen, optical bistability can be found at optical intensities as
low as 35 mWcm-2 at a bias voltage of 115 V. Consequently, using a spot diameter of
20 pm an optical threshold power of 440 nW is expected for bistability. Hence, an array
of 100 * 100 elements can easily be switched using a laser diode with an optical power of
only 10 mW.

In summary, it is shown that hybrid multilayered semiconductor structures exhibit
huge optical nonlinearities leading to potential applications for low intensity optical com-
puting devices.
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91058 Erlangen, Germany (Phone ,49-9131-858318, Fax .49-9131-857293)

XX. Wu, J.S. Smith
Department of Electrical Engineering and Computer Sciences, University of California,

Berkeley, CA 94720, USA

We report on experimental results on the dynamical behaviour of n-i-p-i-based smart

pixels. With switching energies of 2.4 fJ/Vrm2 contrast ratios of 4:1 at 1.6 mW output
power were achieved. The opto-optical gain is tunable from 10-106.

Lately we have demonstrated a new smart pixel concept [1] composing of a photo-

conductive switch with high electrical gain [2] and a high contrast electro-optic n-i-p-i
modulator [3]. A schematic picture of our smart pixel concept is shown in figure 1.
One advantage of such a hybrid concept is that both elements (switch and modulator)
can be optimized separately. Therefore the switches can have high responsivity and
high photoconductive gain and the modulators can have high contrast and low insertion
loss. Due to the high photoconductive gain of the switch only a small optical input

PNw is necessary to controll the much larger output power of the n-i-p-i modulator.
So pure opto-optical logic devices with high optical gain are realized requiring only
"a dc voltage for operation. By choosing a suitable design of the switch one can obtain

"a high electro-optical gain and extremely low switc.ling energies. We minimized the

capacitance of the switch by using a sophisticated sample design with a small detection
area and a spatially separated large absorption area, which doesn't contribute to the

device capacitance [4]. In figure 2 experimental results on the dynamical switching
behaviour of the photoconductive switch are shown. With an optical power Pw of
880 ILW a switching time in the n-layer of 1.9 ns was achieved. This corresponds to
a switching energy of 1.7 pJ (= 2.4 fj/tLm2 referring to the area of this device

(0 = 30 jrm) ). For this low switching time the opto-electrical gain is still 40.

ref Pw > .pt Figue 1 : Schematic picture showing

our smart pixel concept composing of

an opto- electrical switch, a reference

SInn U°-od diode and a high contrast electro-optical
Uj _-• n-i-p-i modulator. In this circuit the

large modulator output power Pout is

reference i-pn-i-p-i controlled by the small input power

diode switch or modulator Pw on the switch.

V 9 9M9



TuC3/182

By combining the photoconductive switch with a high contrast n-i-p-i modulator, as

described in Ref. 3, we obtained opto-optical switching. Depending on wether the switch
is in the high or low resistance state the voltage UO d (see figure 1) drops either
across the switch or the modulator. If :he voltage drops across the switch, the modulator

is in its transparent state and then the optical output signal Pout is high. The opto-

optical switching behaviour for -ious reference power Prof is shown in figure 3. In
this case the optical output s jumps from 400 pW to 1.6 mW corresponding to

an on/off ratio of 4:1. By ch-,,ing the reference power the switching point can be
adjusted externally. Depending on the switching power an opto-optical gain from 10

to 106 has been achieved.

0-1

122.

......... . ....... ..

...0 . . ..........
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Time (ns) Input. Power (W)

Flgure 2: Dynamical switching behaviour Figure 3 : Opto-optical switching with

in the n-layer current I., of the photo- the smart pixel. For various optical

conductive switch. In this case the power levels Pref on the reference diode

optical switching power Pw was 880 pW the diagram shows the output power of

and the switching time %w was 1.9 ns, the n-i-p-i modulator controlled by the

corresponding to a switching energy of input power on the photoconductive

1.7 pJ for this 0 = 30 prm device, switch.
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An optical set-reset flipflop semiconductor laser with
two mutually complementary outputs

Masanobu Watanabe, Seiji Mukai, and Hiroyoshi Yajima

Optical Information Section, Electrotechnical Laboratory,
Umezono, Tsukuba, Ibaraki, 305 Japan : Phone 81-298-58-5620 Fax 81-298-58-5627

Abstract
Theory and experiment on crosscoupled-mode bistability in a twin-stripe laser is reported. The
laser has two output ports complementary to each other, which is analogous to a set-reset
flipflop in electronics.

Theory
Fig. 1 illustrates top views of a twin-stripe laser to show how a cross-coupled mode [1I]

buiilds up [2-4]. Assume that the light power and the carriers are mainly in each of the two
waveguides under the stripes, the current is uniformly injected into the stripes, and the cavity
length is near to the coupling length of the twin waveguide. The explanation starts with
symmetric light pattern at both facets. Suppose a fluctuation which leads to a slightly
asymmetric pattern near a facet (z=0) as shown in Fig. 1 (a). This field pattern changes during
one-way propagation to the other facet (z=L), where it becomes nearly the mirror image (left
and right is reversed) of the light pattern at z=0, as shown in Fig. 1 (b). During this
propagation, this light consumes more carrieres at the right-lower and left-upper regions of the
twin waveguide than at the other regions. We should now examine how the resultant diagonal
carrier distribution react to the light field in the next step.

Intuitively, one may expect that the carrier distribution will enhance the light power at
the regions with high carrier density, which makes the light pattern return to the symmetric
shape because of negative feedback. On the contrary, however, it was theoretically shown that
the diagonal carrier distribution enhances the light power at the regions with low carrier
density and makes the original light pattern more asymmetric, if the cavity length is shorter
(longer) than the coupling length for twin-stripe lasers with low (high) inter-stripe gain [2-4].
This happenes because of both lateral and longitudinal resonance, and the light confinement
difference between the modes. The light and the carrier distributions enhance the asymmetries
of each other due to the positive feedback and finally, both have substantially asymmetric
patterns as illustrated in Fig. 1(c). If the original light fluctuation is such that the left peak
(instead of the right peak as shwon in Fig. 1 (a)) becomes larger at z=0, then another stable state
with mirror images of the light and the carrier distributions shown in Fig. 1 (c) is obtained.

0 4 4 Q
Z=L

S4  - R
(a) RFucuation leads to (b) After one-way (c) Final stable state ( S
sghtly asymmetric propagation
pattern at a facet

Fig. 1
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Thus, there are two stable states drawn in Fig.l(d) in solid and broken curves,
respectively. The laser can be switched from a crosscoupled state to the other by light
injections. The operation is similar to a set-reset flip-flop in electronics particularly in that the
laser has two mutually complementary outputs, while bistable semiconductor lasers reported so
far have usually only one output and hence require an additional inverter to get the
complementary output. Thus, twin-sripe lasers in crosscoupled-mode operation should be
useful for optical switching and logic operation.

Experiment
The lasers made for measurement has a similar structure with that in [5]. It has an

ordinary double heterostructure with a 0.1 pjn thick GaAs active layer sandwiched by two

A10.3 5Ga0 .6 5 As cladding layers. Two 2-4im-wide stripe anodes with 4 lm spacing were

formed on 4-1jn-wide mesas made by wet etching. The wafer was cleaved to make lasers with

typical cavity length of 500 gim which is estimated to be near to the coupling length.
Fig. 1 (a) and (b) show near-field patterns measured with the left and right currents fixed

at 90mA and 95mA, respectively. They show the two crosscoupled modes whose patterns are
the mirror images of each other. When we measured the field patterns with pulse drive,
Fig.I(a) was obtained at some pulses and (b) was obtained at the other pulses. This shows
bistability between two crosscoupled modes.

Cavity length limitation
The cavity length should be near to the coupling length of the twin waveguide to give a

highly asymmetric light patterns. To reduce the laser length for crosscoupled mode generation,
the coupling between the two waveguides should become stronger. The strongest limit is that
the two waveguides are combined into one.
Therefore, the possibly shortest laser length
can be estimated by the propagation constant4
difference between the fundamental and first
order lateral modes of a single waveguide.
For GaAs-AIGaAs doublehetero structure,
it is estimated as short as a few micrometers.
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Fig.2 Measured near-field patterns
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WaveguMe Type Rotating Phase Plate as Frequency Shifter
on (110) GaAs Substrate

Hiroaki Inone, Shinji Nishimura, Shigehisa Tanaka* and Tatsuo Kanetake**

RWCP Optoelectrics Hitachi Labt*Central Research Labomraty, ita.hi, Ltd.,
Kokubufji, Tokyo 185, Japan
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**Advanced Research Laboratory, Hitachi. Ltd.,
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The fundamental modulation characteristics of waveguide type frequency shifter based
on the rotating phase plate are demonstrated on (110) GaAs substrate as an optical
device for multi-dimensional interconnection for the first time.

A large number of activities on 2 dimensional optical devices for free space
optical in-nnection have been done in order to attain a large interconnection
through-put for optical computing. In addition to the space domain processing,
frequency domain data processing can realize the larger through-put by means of a
multi-dimensional intconnection technology.

Here, a frequency shifter would be one of the most important devices, because it
may realize the multi-dimensional interconnection as well as the FDM crossconnect
technology in communication network. Some frequency(wavelength) conversion
devices such as semiconductor optical amplifiers utilizing FWM effect and bistable
laser diodes are reported so far. These have advantageous features of high conversion
efficiencies(>0B) and large fiequency(wavelength) shift(>lOnm). However, there are
also drawbacks of limits on signal bandwidth(<-4GHz) and signal modulation code(only
applicable to intensity modulated signal). Rotating half-wave plate'), in principle, can
realize bit-rate free and modulation code free frequency conversion since it stands on
Doppler shift

In this paper, we report the fundamental modulation acteri of waveguide
type frequency shifter based on the rotating phase plate for the first time. We
successively demonstrate parallel and perpendicular phase modulation characteristics
for the effective azimuth control of the phase plate.

Figure 1 shows the principle of the frequency shifting of the rotating half-wave
plate. The angular frequency of right(left) circularly polarized incident light(m) is
converted to "-oa on the rotating phase plate in clockwise(couter clockwise) due to

Doppler shift. Here, op denotes the angular frequency of the rotaing phase plate. If the
phase plate is a half-wave plate, the output light becomes the left(right) circularly
polarized light with the angular frequency of w2eo. This process does not depend on
the signal bit-rate and the modulation code of incident lighL Therfore, the optical
devices based on this principle can be applicable to the bit-rate free and the modulation
code free(not only to intensity modulated, but also to FSK or PSK coded signals)
fshifter. The rotatinghase plate could be realized by applying the rotating
e~kcc fied to EO material vely.

A schematic view and a cross sectional view of the fabricated device are shown in
Fig.2. The wavegulde was formed by RIBE, after successive growth of AIGa&7As
lower cad, GaAs guide and AI6Ga&7As upper clad layers on a (110) GaAs substrate
being 6' off towards (111)A. All layers were undoped and grown by MBE. Because the
light propagation direction should be in the 3-fold axis of GaAs(<l 11>), the wavegulde
was designed to be S-shaped, which was inclined to (51)) cleaving facets by 35. 3
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Schonky elecrodes(Cr/Au), one of them being on the waveguide and two of them
be inbd the wavesuide, wee evaporated to apply the rotating electric field to the
waveguide. Figures 3 and 4 show a photograph and an example of the phase
modulation ch eristics of the device, respectively. A DFB laser diode(.=U.3pm)
was used as the input light source. Both of TE and TM modes were launched to
evaluate the phase modulation characteristics induced by the parallel and the

tclafied spctively. As shown in Flg.4, obtained Vx values for the parallel
and perpendicular field were 0OV and 13V, respectively. Therefore, by applying
sinusoidal electr fields to the electrodes with adequate phases, the effective rotating
azimuth of the phase plate can be induced as the waveguide frequency shifter based on
Doppler shifL These Vx values are so high to wntin the larg frequency shift because of
neccessity of the high voltage and high frequency electric driver. However, by
introducing large EO effect by quantum size effect such as QCSE 2), we beleive the
issue can be overcome.

In conclusion, the fundamental modulation characteristics of waveguide
frequency shifter based on the rotating phase plate have been repoted as an optical
device for multi-dimensional interconection for the first time. Demonstrated parallel
and perpendicular phase modulation characteristics for the effective azimuth rotation of
the phase plate indicated the possibility of the bit-rate and modulation code free
frequency shifnr in practical.

1) C.FJBl, DiLBaKid d E..ConwL "Opdcl fequency in by eectm optic e ', ~.App
Phys. La., rvoll, p.46, 1962

2) S.N.-inm. HIonme, ILSo and KJAh EecowVc effect in = InWA*nAa muiiquwan
weUslmc ', IE Photum Technol Le, VoL.4, p.1123,1992
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Asymmetric Light Bullet Dragging Logic

Robert Mcleod, Steve Blair, and Kelvin Wagner
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Abstract
The asymmetric dragging interaction between three-dimensional optical solitons may allow cas-
cadable, phase-insensitive, NOR gates with gain to be implemented at ultrahigh speeds in mas-
sively parallel three-dimensional bit-level systolic-array architectures.

In media that have both a self-focusing non- simulations, we are examining the properties
linearity (n2 > 0) and negative group velocity of 1D asymmetric spatial soliton dragging in-
dispersion, a pulse can collapse in both space teractions, as illustrated in Figure 2. As an
and time forming a stable "light bullet" in 3+1 example we illustrate the output contrast ratio
dimensions.1- 2] These collapsed optical pulses (wrt the fundamental soliton power) in a two-
have high peak powers but small total ener- level system saturating nonlinear medium (in
gies, making them attractive for nonlinear op- this case lh.t is 4 times the nonsaturated fun-
tics applications. These three dimensional soli- damental soliton peak intensity), as a function
tons can be made to interact to produce a logic of interaction angle, propagation distance and
gate in the same way that one-dimensional spa- pump-to-signal beam ratio in Figure 3.
tial (or temporal) solitons do. We are investi- Layered sandwiches of nonlinear media,
gating the asymmetric interaction between two aperture arrays and linear media suggest the
orthogonally polarized solitons brought into co- possibilty of computing in 3-D with asymmet-
incidence both spatially and temporally at the Tic light bullet dragging gates. But getting the
boundary of a nonlinear medium and propa- signals and pumps to the desired interaction
gating at slightly different angles. This geom- sites without disruption by unwanted signals
etry permits a weak signal to drag a strong may be difficult. It may be necessary to systoli-
pump by well over a beam width, allowing them size at the bit level in 3-dimensions by pulsing
both to be blocked by a spatial aperture.i31 the clock pumps and signals so that they pass
This results in a phase insensitive inverter with through each other in intervening layers of lin-
gain that can be cascaded to implement a high ear media until arriving at the desired dragging
contrast NOR gate that transmits an uncor- logic site, and to program the functionality of
rupted pump through the aperture if the sig- the array of logic gates by the presence and ab-
nals are not present, and drags the pump out sence of clock pumps in the space-time lattice
of the spatial aperture so that it is blocked if of possible light bullet locations. An example
they are present. Simultaneous multidimen- of a 1-D spatial soliton dragging logic cascaded
sional dragging by two signals is possible for majority logic circuit is illustrated in Figure
light bullets, allowing the single stage imple- 4, demonstrating that more complex functions
mentation of NOR gates. A beam propaga- than simple NOR gates can be implemented
tion simulation of an asymmetric light-bullet without intervening interconnections.
dragging interaction is shown in Figure 1. Ultrafast, massively parallel, low latency,
This shows a dragging of a 6,umx61Amxll1pm all optical NOR gates with gain, cascadabil-
3.3pJ pump (4p=140MW/cm 2) by a .7pJ sig- ity, input-output isolation, and phase insensi-
nal (Ia=20MW/cm 2) in about 1.5mm of prop- tivity have been proposed, numerically demon-
agation distance using a rather large saturating strated and parametrically optimized. This op-
nonlinearity of nE = 10-16m2 /V 2 . tical switching interaction opens up new archi-

In order to optimize these light bullet drag- tectural possibilities for computing in 3+1 di-
ging gates without the huge computational over- mensions that may allow the realization of vol-
head of the 3+1 dimensional beam propagation ume parallel digital optical computers. 4
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Wd= beam width

Figure 3: Output contrast versus interaction
angle and pump-to-signal ratio for a propaga-
tion distance of 5 confocal distances, and con-
trast versus interaction angle and propagation
distance for a beam ratio of 5.

Figure 1: Light bullet dragging by more than
a beam width. The two orthogonally polarized
light bullets are represented with a mesh and
a solid surface thresholded at .1% of the peak s

pump intensity, and are propagating vertically
with an initial 1 degree angle.

signa s gnal pump pump

Figure 4: Cascaded 3-level simulation of ma-
I. Pw no W ÷W I I . no ." , jority logic circuit showing that the first pump

Figure 2: Asymmetric 1-D spatial soliton drag- implements a NOR that is blocked by either

ging, showing pump output through the aper- signal, and the second pimp is only blocked

ture as an inversion of the signal input, when 2 or more off-axis signals are present.
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Architecture Design and Implementation Issues for
Massively Parallel Processors

Steve Nelson
Cray Research, 900 Lowater Road, Chippewa Falls, WI, U.S.A.

ABSTRACT

Dramatic improvements in microprocessor pricelperformance have challenged the supercomputer
desnr to achiew high lkls of system performance by interconnecting hundreds or even thousands of
processors. But to achieve high sustained computational rate it is imperatie that designs be
balanced with respect to processor speed, local and global memory bandwidth, input/output
capability, and interprocessor synchroni ration primitives. This talk will discuss these criteria using
examples from the recently announced CRAY TSD system.

It has been more than twenty years since the supercomputer industry was more or less defined by
the CRAY.1. Very significant technological changes have occurred since then. Most compelling are the
great advances in integrated circuit density and speed. These advances have spawned multiple
generations of microprocessors and inexpensive semiconductor memory. In fact, the latest
microprocessors now challenge the performance claims of the original CRAY-1 but at small fraction
of the cost. There is naturally a strong incentive to try to achieve high processing rates across large
numbers of these relatively inexpensive microprocessors. However, realizing the aggregate potential
performance of such a system has proven to be quite challenging.

First, the problem and selected algorithm must be highly parallel. As is well known, Amdahl's law
observes that for practical problems, the total execution time will consist of a parallel portion
parceled out to a collection of processors plus a serial portin. If large numbers of processors are
frequently forced to wait for the computation of data coming from a single processor in the system
plus the additional time required to distribute the data, the actual benefit of the large numbers of
processors will be reduced. At some point, adding more processors is no longer cost effective in
reducing the time to solution. Even for a problem which is 95% parallel, one can not expect speedups
beyond 20 for even an arbitrarily larle number of processors. Massively parallel (or MPP) systems of
hundreds of processors require problems that are more than 99% parallel.

Second, the problem should exhibit high algorithmic efficiency. Each calculation should effectively
move the calculations toward the final solution. A high sustained floating point operation rate is
diminished in value if the algorithm demands many more intermediate results than a competing
algorithmic choice. Such fl achievements that do not contribute to reducing the time-to-solution
have caused a great deal of confusion in the marketing of competing MPP systems.

Third, it must be possible to effiently move dependent data to requesting processors. Thi
communication overhead can have the same effect as the serial portion of the computation.
Algorithms of choice require only modest amounts of interprocessr communication or else allow
mechanisms in the hardward to effectively make the latency transparent when coupled with
sortware p ts ninquw

There are two distinct architectural choices for which cooperation among lag numbers of processors
might be enforced. The Single Instruction Multiple Data (or SIMD) model causes each processor to
operate in lock step with all other processors in the partition but with different,, irallel data sets.
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The Multiple Instruction Multiple Data (or MIMD) model allows each processor to follow its own
control flow, executing from distinctly different instruction streams.

SIMD designs are a good match for data parallel programming models and can be somewhat
simpler to program. But these suffer from inefficiencies when, for example, sparse matrix data is
being manipulated in rather naive ways with lots of multiplications or additions of zero operands.
Although the operation count may be high, the algorithmic efficiency is low. MIMD systems provide
many more degrees of freedom with, conceptually, each processor operating from distinctly different,
optimized control stores. Whereas synchronization is implicit for the SIMD model with all parallel
calculations occurring simultaneously, it is necessary in the MIMD case to manage more explicitly
the limited interaction among processors. Although somewhat more difficult to program, the
opportunity for increased hardware utilization has caused a shift in essentially all recent MPP
designs toward the MIMD domain.

Uniform access memory sub-system have worked effectively for vector supercomputers but do not
scale well to large number of processors because the required number of independent data paths
grows exponentially. The non-uniform p sically distributed memory model provides a more scalable
solution with each processor located physically nearby a set of memory devices. The processors can
then have preferential access (that is, lower latency and/or higher bandwidth) to the nearby
memory. The non-uniform memory access model can provide a much mwe coat effective solution for
parallel algorithms that emphasize a high degree of local computation and only moderate amounts
of global data movement. Whereas the high degree of connectivity in the uniform access memory
"system may actually be under utilized a significant part of the time.

Whether the memory is physically shared or distributed, there is another significant architectural
choice: the logWol addressing mechanism among processors determining whether the system is a
multi-computer or a true multi-processor. Mary MPP systems are designed as multi-computers with
interprocessor communication depending upon explicit I10 based requests. Data moving from one
processor to another must pass through the 1/0 ports of the processors. This usually requires the
use of processor interrupt mechanisms and even intervention by the operating system. The target
processor must decer ie or interpret via software techniques the address tag and the purpose of the
message to determine the exact source or destination for the payload. This results in significant
increases in latency for the interprocessor communication process. A multi-processor on the other
hand provides direct paths to each memory location within the entire processor-pool partition.
Addressing is managed through a single global address space. On the target end of the transfer, the
data communication mechanism does not interrupt the processor, but proceeds directly via
hardware support to that processor's local memory.

Interprocessor synchronization must be fast and scalable. Typical RISC microprocessor designs
anticipate only very moderate numbers of processor working together within a workstation.
Techniques used are often bus-based, such as the popular bus snooping protocol technique. Due to
very real physical constraints, these schemes do not scale well beyond about a dozen processors.
Software and I/O based synchronization protocols used in workstation cluster organizations may
scale to large numbers but fall far short of the goal for providing single microsecond or less global
synchronization latency. Much more effective techniques providing barrier, atomic swap, pre-fetch,
and message queuing approaches are possible and provide for more efficient hardware utilization
within critical regions of code execution.
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Free-space WDMA Optical Interconnects Using
Mesh-connected Bus Topology
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Adolf W. Iobmann
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ABSTRACT

A m-o imilb nhzwaig wp~o is pupoud for kplemeng the hm"eUp
Cim netwaik md is aTnpmmmly demaummed usin a WDMA cwog.

We consider networks for intg parallel computers that are arm tz d by
their diameter (number of swic.hing stages) and degree (fan-out) of switches which are used to
build the network. Clos used switch fan-out to describe a family of networks that range from
the complete network that has maximum fan-out and minimum switching diameter to the
"Bones" network with nearly minimum fan-out and larger networking diameter. Electronmic
networks tend towards the small fan-ou/lParge diameter end of the spectrtu due to limitations
on the fan-out of electronic switches. The fan-out of systems of optical switches is anticipated
to be sigfificantly higher than electronic switches. Thus, it has been suggested that optics can
be used to build the complete network which is the most desirable of Cos's family of
networks. Even optics, however, has practical limits on the fan-out of switches in any given
configuration. Thus, in this paper, we describe an implementation of a network with
signif•c.Antly smaller degree and slightly larger network diameter than the complete network.
The network that we implement is called the mesh-connected bus network. We remark,
however, that it is essentially an implementation of the second most desirable network in the
family of networks defined by aos, which is widely referred to as the Clos network.

The Clos network is often depicted in its linear
node distribution format. We remap this ID format

5 to a 2D linking topology (see Fig.1 for N-16
1 2 '.nodes) which can be referred to as the mesh-

2"wavelength connected bus (MCB) topology whem the taree
A ;channel codes switching stages art embedded into a permutation

4 2 along a row, followed by along a column, and
tinally along a row in a grid uctured 2D node

1 2 aray. It can be shown depending on the number of
switches used in each row and column, the MCB
offers at least a rearrangable non-blocking
switching environment. We also summarize other
AMimpoant embedding, off-line as well as on-line
ommunic nM feats of the MCB network.

To opticaUly implement the MCB inter we propose to use the wavelength-
division multiple access (WDMA) concept which is commonly used in fiber comm iatiom
community. HOW , in our apprah, flee-space opal .components such as cylindricaloptcal lenses, mrr, or ID abngs, etc. for routing optical signals ar adopted [1]. We will
sow va s ways Of realizing the ppoed optical WDMA MCB network and analyze the
corr-snduIIg fundamental andmalcho1onial in 81
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The proposed system concepts are experimentally verified through mouting both low (10
M&z) and high (1.25 0Hz) bandwidth optical signals (wee Flg.2 for our system connection

niga) [2]. In the low bandwidth situation, some base-band video, audio and RS-232 data

ti.~Epiu~l 3em Go He 3-MpWDAMD ffcuc

are ~ ~ ~ ~ ~ ~ ~ ~ ~~~~~X mutpee ofl pte1 ~ adit.Cnetoa ai-rotlsr peaigi
the ~ ~ ~ ~~X rag f19-30n eeusd u oe esrmn onimdta a-u oa

optical ando ticl-oectc cohmnvd ersons anr overl 49u W dM B sigal-two-nieaiofrie

signal rcpinwas still maintained. The images shown in the four quadrants of Flg.3 are the

10 3 5 w

10i

Inutpwe (n

ftl xpenzatl rsult ofdat-sto wat ft . Bt-W-M U reultsof M10

eq ivalntl 25penodesa in At cf ik-a g etwo in. a guaranteedtreceiving t reuuiw of lo.2r Ow2

oxiginal camerat ungf or shetp bvzorand the reeie imge at Iuthes rttrog h as tgso

[1] Y. 11, A. W. Ldumann, and S. B. Rao Tire-space optical mesh-conece bus networks
using wavelength-division multipl access" Appl. Opt. 32 (1993) 6425-6437.

[2] Y. Li, A. W. Lohmann, Z. 0. Pan, S. B. Rao, L Redmond and T. Wang, "Optical
multiple-access mesh-connected bus 3nevo cS,"M submitted for publication.
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Design Issues for Free-Space Pbotonic Switching Demonstrators

F. B. (Rick) McCorn"
AT&T Bell Laboratories

Room 2F-231, 263 Shuman Blvd.
Naperville, IL 60566 USA

voice: 708-713-5442, email: fmac@iexisLatLcom

Absbmrt:
We discuss the issues involved in building demonstration systems integrating GaAs FET-SEED smart pixels,
computer generated holograms, 2-D fiber bundles, high-power lasers, high resolution optics, and novel optme-
chanical packaging. A prototype 5 stage, 32x16 fabric operating at 155Mb/s is described.
Summary:
An exciting new trend in free-space photonic switching and computing systems is the use of smart pixel device
arrays which combine the processing power of electromics with the inlewmonection and communication advan-
tages of optics. A recent system prototype (Fig. 1) implements a 32-input, 16-output multi-stage switching fabric
using 5 stages of 4x4 FET-SEED "smart pixel" (2,1,1) node arrays, and Banyan interconnecuons.[1,2] The first
experiments with this system achieved 50 Mb/s operation of the 5 stages with 15 active inputs and outputs, and
155 Mb/s operation of 2 sages with 8 of the 15 active nodes functioning correctly along their "straight" routing
paths. Ths talk presents the critical design and testing issues for this system, including recent modifications
enabling operation of 5 stages at 155 Mb/s, with 32 active inputs and 16 active outputs.
Each stage's optical power supply combined a high power semiconductor laser diode with an external cavity grat-
ing for frequency stabilization and a computer generated binary phase grating (BPG) to form the non-uniformly
space army of equal power spots required to address the FET-SEED modulators. The lasers [3] supply 60 mW of
optical power at 850 +/-O.lnm. The BPGs have a measured efficiency of 73% (neglecting Fresnel losses) and a
power uniformity of 93%. A custom bean combination assembly, consisting of2 polarizing bean splitters is used
to combine the power supply and signal beams onto the node array by creating input and output ports for the sin-
gle 4/1.5 Fourier transform lens at each stage. [4] Each FET-SEED switching node consists of a differential optical
receiver, a control memory to store a routing bit extracted from the data stream, and a multiplexer/sodulator
driver.The first stagearray has llxll ;un2detector'windows, and 2diflerential optical receivers per node sepa-
rated by 120 p~m. Tested individually, the node circuits operaed up to 400 Mbe* with 80 0 of incident optical sig-
nal energy. The inmnefosbetween slages were initial performed by Ix3 BP~s between stge. Syse
inputs wre generated by 810nm laser diodes a/ahdthe input fibers, which we atnmged in an 8x4 bundle on a

500 pm pitch. Tls fiber matrix is imaged onto the first node army through a dichroic bean combination system
similar to the PBS assemblies of the other stages, except that PBS1 has ; /4 rewaers and diclic mirrors (trans-
mit 85Onm, reflect 810im) attached so that the unpolarized light from the input fibers is directed ont the first
node amy. A custom moutting plate similar to our previous system [5] is used to mount and align all system
components. The laser units, PBS assemblies, and the input and output fiber bundles are mounted on kinemati-
cally registered sb-mounts for easy assembly and replacement.
Several sysem modifications have been made for the second experiment. Design and processing modifications
have increased PET currents aid uniformity. The aras of the modulators have been increased to 1OXlO JAm2 from
7x7 l•n 2 (detectorma remain at 7x7 lut), d the node pitch increased from 210 Pn to 240 im. The Banyan

•m " between sages ae realized by metallization on the node arrays rather than by binary phase grat-
ings (BPGs). providing 4 times more optical signal power at each PET-SEED receiver. The use of non-separable
BP~s rather thon multi-level suppresmied order phae grating for spot array generation provided increased light
efficiency. Potplation of all 32 iut fibers enabled tMing of ll 512 paths through the fbic. The use of 1300 nm
SM fibers in an actively aligned fiber bundle eased the alignment of the data input lasers, but since they support 4
modes at 810um, a -2.2dB modal noise tradeoff was inroduced. Fabrication erors in the input beam splitter
assembly have been corrected by the addition of a bire.fingent wedge arrangement.
An atomamed call-load genrmion system was developed to test all 512 paths through the 5-stage network. At
155 Mb/s. 45% of the paths were functional due to 3 non-functional pixels and 1 low-powered input fiber. The
system nuintained this functionality within ou lab (+/-10 C, Newport table) for over 8 weeks. The development of
this pmtotyw e woad not have been possible wIthout the combined fits of the authors listed in the references. 4

1. F. B. Miormick, T. J. Cloonman A. L. Lentine, J. M. Sasian, R. L. Morrison, M. G. Beckman, S. L. Walke, M. J. Wojcik, S.
J. Hinaedoeg R. J. Crisci, R. A. Novotny, md H. S. Hinion, "A 5-Stags FPeu-Spae Optical Switching Network Using FET-
SED Smart Pixel Arrays,- accepted by Applied Optics, (nfoprmtion Pouaing special issue on Optical Computing, 1994
me also: Photonice in Switching Technical Digest, 1993, (Optical Society of Amarica, Weshington D.C.. 1993), poetdeadline
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2. A. L Lentine. T. J. Cloonan. H. S. Hinton, L. M. F. Chirovsky, L. A. D'Asaro, E. J. ILaskowski S. S. Pei. M. W Focht. J. M.
Freund. G. D. Guth, R. E. Leibenguth. L. E. Smith. G. D. Boyd, and T. K. Woodward, "Ux4 arrays of PET-SEED embedded
control 2z 1 switching nodes," Poaldeadline paper. IEEE LEOS Summar lopical meeting on Sman Pixels. 1992.
3. J. M. Siame, R. L. Morrison, T. I. Cloonan. M. 0. Beckman. M. J. Vbjcik, and S. J. Hinterlong, "Frequency control modu-
lation and packaging of an SDL (100 mW) loew diode." in Techniuca Digest of OSA Topical Meeting on Optical Design for
Photonica. March 2Z 1993.
4.1J. M. Sauian, F. B. McCormick, R. Webb, R. J. Crisci. and K. 0. Merserau, "Design, assembly, and testing of an objective
lens for a free-apace photanic; switching fabric." Optical Engineering, 32(6)t 1871-1878. (1993).
5. F. B. McCormick. F. A. P. Tooley, J. L. Brubaker I. M. Sasian. T. J. Cloonan, A. L. Lentine. R. L. Morrison, R. J. Crisci. S.
L. Walker, S. J. Hintermong. and M. J. Herron. "Design and Tolerancing Comparisons for S-SEED-based Free-Space Switch-
ing Fabrics" Optical Engineering. 31(12). 2697-2711 (199).
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Demonstration of optically controlled data switching using
quantum well bistable devices and modulators

P. Koppa, P. Chavel (Institut d'Optique-cNRS, BP. 147 - 91403 Orsay Cedex, France)
J.L.Oudar, R. Kuszelewlcz (France Telecom , CNET Paris-B, BP.107 - 92225 Bagneux
Cedex, France)
J.Ph. Schnell, J.P. Pocholle (Thomson CSF. LCR, Domaine de Corbeville, 91404 Orsay,
France)

Abstract:
Experimental results on a 64 channel free-space photonic switching system are presented.

Two control schemes are demonstrated : direct optical addressing with potential signal
amplification and self-routing operation acting on data packets.

We present a 1 to 64 free-space optical switch which can be operated both in packet switching and
circuit switching environments. The system associates a spatial light modulator (1) (SLM) and an
optical bistable device array, both based on GaAs/GaAIAs Multiple Quantum Well (MQW)
structures. The SLM is an 8x8 array of individually addressable transmission type electro-
absorption modulators. The optical bistable device (2) consists of a non-linear Fabry-Perot etalon. 4
The 8x8 bistable pixels are simply defined by separated light spots incident on the same cavity.
When maintained in the bistable region of operation by a holding beam array, the devices exhibit
a two state memory effect for about 1 ms (fig.lI/a). With a slight modification of the detuning
from the Fabry-Perot resonance, this hysteresis loop can be transformed into a simplethresholding curve (fig. 1/b). In the packet switching mode, self-

4ellectivity routing commutation is implemented by
optical decoding of the header address

RE •preceding each data packet. This address
a. Ldecoding (3) consists in fanning-out the

R LL B signal into 64 channels, comparing bit by bit
the address of the packet to the address of

in :etdtast each output channel, and switching off all
Holingchannels where the identification of one or
intensity more bits fails. A two bit coding technique is

Reflectivity used to code the binary addresses : each bit is
Al. followed by its complementary value, so bitR [ I•[one is coded by a high-low sequence, bit zero

by a low-high. By the use of this code,b. address comparison becomes a simple bitwise
multiplication of the packet address by the

RI Iinversely coded channel address, introduced
as the modulated transmission of the SLM

Incident intensity pixel. Any mismatch between the two
Fig.1. : Bistable device response cwvei, a.: bistable, addresses is turned into the transmission of a

b.: simple thesholding operation high level address pulse by the modulator
element.

This pulse then switches down the c bistable element in its blocking state (point B on
fig 1/a), from its initial reflective stateA(point . Consequently, the only bistable element staying
in reflective state will be that of the destination channel, where address matching is perfect. After
the data packet has passed through this chamnel, all bistable devices are reset to the initial high
reflection state to receive the next Packet

Fg.2. : Operation swhm (arrows hidicate data flow not geamntrical optic rays)

9.. . ... . . . . . .. . .
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Figure 3 shows output signals obtained by single channel operation of the system. The first
oscilloscope trace shows a packet addressed to the observed output : there is no high level pulse
due to address mismatch, so data are transmitted by the system. The last three traces represent
packets with different addresses which do not match the address of this output. We can distinguish
the high level address pulse which immediately switches off the bistable device. The bistable
devices used in this experiment have a contrast ratio of about 2:1, so theoretically blocked packets
are attenuated, but still visible at the output. The data rate in this experiment is 20 Mbit/s and total
input intensity is about 15 mW. System operation is demonstrated for packet lengths up to 8 kbits,
with a typical error rate of 1%.

In circuit switching mode holding beams are directly used to control bistable device
reflectivity. To achieve this functionality, holding and signal beams are interchanged compared to
figure 2, so that we can modulate independently each holding beam. ( denoted as control beams
in this case. ) Bistable devices are set to non-bistable thresholding mode (fig. I/b).

... ................. .......
-------L-_-_-'----•___=--"=--_- :._ --- I_

Fig.3 Output signals of the self-routing operation Fig. 4 :Output obtained by direct addressing

Figure 4 shows one channel operation in that mode : when the control beam is off (point A of
figure I/b), the bistable device is reflective, so the signal is routed to the output ; when the control
beam is on, the device is in the low reflection state, so the signal beam is mostly absorbed. In this
operation mode the contrast ratio can be improved up to a value of 4:1, while the total input
intensity is lower than 5 mW. The switching threshold is about I mW, as opposed to 3.5 mW in the
bistable mode.

This operation mode can be transformed into active switching, by setting the control beam
intensity to point C of figure l/b (i.e. very close to the switching threshold ). If the additional
signal intensity exceeds the threshold, the device is switched by each data bit change, so
modulation of the signal is transmitted onto the control beam. As the control beam is in general
more intense then the signal beam, data amplification can be obtained. The actual gain depends
on device response curve and signal to noise ratio. In our system an amplification factor of nearly
two was obtained, but with other bistable devices higher gains have also been demonstrated( 4).
This operation scheme presents the advantages of data reshaping and amplification, but it requires
data-rate switching of the bistable element, limiting the data rate by its operation speed. (Rise- and
fall-times of the order of 10 ns were observed for our actual devices, with 3mW input on 200 ptm.)
In self-routing operation and passive circuit switching modes, the data-rate is not limited by the
device speed, since the set-up is transparent to data bits.

In conclusion, single channel operation of the 1 to 64 free-space optoelectronic switch was
presented both in packet switching and in circuit switching mode. Further results on parallel
operation of the system will be given, as well as a study of system limitations due to crosstalk,
uniformity and noise effects.

This work is supported by the French Ministry of Research under the project MOTS/OSTI 91.
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R~ofl- rhle Archktectore Bond on SeetVe EnablIng of MIcremeors

Mile Murdoccat, James Battato, David Berger", Rebecca Bussjager, and Thomas Stone-

ABSTRACT
We report an a reconfigurable architecture that uses a static free-space optical interconnect. A two-dimen-
sional array of microlasers controls a two-dimensional array of S-SEED optical logic modulators in a cab-
coded system.

1. INTODUCTION
In previous experiments at Rutgers Universty, a property inown as hunctsuja loealty [1] was observed for
a mix of programs executing on a SPARC processor. The concept behind functional locality is that only a
fraction of the hardware in a processor is used for a given interval of time, and that there is repetition within
that interval. If we consider implermening just 10% of the SPARC instruction set, then we observe a hit ratio
on the order of 80%. That is, 80% of the instructions are executed from only 10% of the code over a lengthy
period of time.

As a result of this finding, the development of a ftumedem cahe1i is proposed in which the most recently
used~~~~~~~~~~ hadwr iketithfomoinecncinpatterns in a high speed section of a processor. A

processor that supports functional locality amist provide for gate-level reconfiguration, which motivates our
development of an optically reconfigurable architecture.

A model. for a reconfigurable optical architecture that was demonstrated in the Photonics Center at Rome
L.aboratoty in September 1993 is illustrated in Figure 1. The architecture consists of an army of active
optical logic devices (S-SEEDs) that are interconnected in free space. The architecture is customized by
selectively enabling channels with electrically controlled vertical cavity sunface emitting lasers (VCSELs)
that provide optical setup power for the S-SEEDs, and can ultimiately provide readout power for the 5-
SEEDs as well. The, free-spacie interconnect has a regular pattern implemented as a simple split-and-shift.

2. DISCUSSION
A smart pbxe is an electronic component with optical input and output ports. The complexity of a smart
pixel is typically on the order found in a small programmnable logic array (PLA), which may be a few logic
gate or a few dowen logic gates.

FIgur 1: Architectural muodel for the
demonstration processor.

VCSEL4
3emw NMR

T qeL of Campowu Scisece, Ruiss Univ., Hill Cente, Now Brunswick, NJ 08M0, mwitdoccafc~rtgesm~meh
"~Dept. of Commpular Science, Evans Hall Uaiv. of California Berkeley, CA 94720, dvbwWgecs berkaley cdu
*Rme Laboatm~y/)CPS (Iriffiu APB, Rome, NY 13441-5700, battiatoj0lonexdrafmuil
"Wavednm Rnserch Inc., 1605 Main SL, Bethleheni, PA 18018, Otsetma~smogmr.edu
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We consider the use of smart pixels as the basis for a reconfigurable processor, in which a static free-space
intPromiect (a perfect shuffle for this example) is customized to perform specific functions. Figure 2 ilius-
t-aits a simple version of this scenario, in which the interconnects among full adders in a conventional
ripple-carry adder ame forced into a single stage of a perfect shuffle.

We know from permutation theory that a set of N inputs can be arbitrarily permuted at the outputs of a
shuffle-exchange network of depth 3log2N-1. In Figure 2b, N=l6 and so the depth of such a permutation
network for the general case is 11. The example shown in Figure 2c is significant because it shows that the
interconnects for at least one circuit can be forced into a single stage of a perfect shuffle structure, rather
than the theoretic;l upper bound of 31og2N-1, and so no depth penalty is incurred with this approach. We
were concerned that this mapping might only have been possible because the example is so small, and so we
doubled the width of the adder, and found a mapping that still required only a single perfect shuffle stage.
Two irregularly structured mappings were also investigated, involving the interconnection of PLAs for a 12-
bit section carry lookahead (SCLA) adder, and a 16-bit SCLA. The interconnects are irregular, the PLAs
have different sizes as measured by the varying numbers of inputs and outputs, and there is fan-out within
the interconnect These mappings were also successfully made using only a single stage of a perfect shuffle.

In summary, we have an opportunity for reconfiguring a static free-space interconnect to implement a vari-
ety of circuits simply by selectively enabling connections and appropriately labeling the PLAs. Little or no
depth peaty is incurred despite the forced regularity.

&.REFERENCES
[1] Murdocca, M. J. and V. Gupta. "Architectural Implications of Reconfigurable Optical Interconnects,"
Journal of Parallel and Distributed Computing, voL 17, no. 3, pp. 200-211, (Mar. 1993).

This work was jointly supported by the Air Force Office of Scientific Research and the Office of Naval
Research wider grant NOOOI14-90-J-4018. The initial exploration that led to the function cache work was
saqported by the Strategic Defense Initkaive Office under contract F49620-91-C-0055, which was adminis-
tered thdugh the Air Force Office of Scienic Research. The work reported in Section 2 was supported by
Rome Laboratory through the SYIR program under contract F30602-91-6&0101.
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Optical Array Logic Network Architecture

Jun Tanida and Yoshiki Ichioka
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A new concept called optical array logic network architecture (OAL-NA) is proposed
for effective construction of optoelectronic hybrid computing system. With the help
of optical array logic (OAL), not only data communication but also global data
processing are implemented in the interconnection network.

I. Introduction
Digital optical computing is one of promising schemes for massively parallel

computation in near future because of the common foundation with the current
computer science. According to the concept, a lot of techniques including optical
array logic (OAL) 1) have been proposed. However, quantitative estimation on
processing capability suggests that a processing style in which all operations are
executed by optical methods is inefficient and difficult to achieve processing
capability comparable to electronic computing systems. Current electronic
computers offer tremendous computational power, so that massive parallelism and
ultra fast operation must be exploited in optical computing systems to overcome the
electronic ones. Considering current status of researches on optical computing, we
conclude that at least in near future optoelectronic hybrid optical computing systems
are promising and practical. However, even for hybrid optical computing system,
sophisticated architecture is required to fully utilize capabilities of optical computing
techniques. In this paper, we propose a concept of optoelectronic hybrid computing
system, in which OAL is used for high functional interconnection network.

II. Concept of OAL-NA
Optical array logic network architecture (OAL-NA) is a conceptual

architecture of optoelectronic hybrid computing system. Essentially, multiple
electronic processors execute arithmetic and logical operations in parallel and they
communicates each other through optical interconnection network. The most
important feature of the OAL-NA is that the optical interconnection network is
implemented by OAL processor and provides high functionality: data
communication, data search, data test, command delivery, and so on.

Figure 1 shows a schematic diagram of an example system of OAL-NA. In the
system, multiple processing elements (PEs) with local memories are located on one
plane (PE array) and a set of a global sharing memory and input/output processors
are arranged onto another plane (MIO array). The two arrays are connected by an
OAL processor with symmetric data flow. Export signals from one array are used as
inputs of the following OAL processor and the output of the OAL processor is
transferred to the other array. Electronic modules on the array complete encoding
required in OAL and generate a coded image by composition of individual elements
of the modules. Once the coded image is generated, the export signals from the
electronic modules are processed by OAL. For the reversal data transfer, the same
procedure is adopted. For inter-PE communication, round-trip routing is
established. Specifying the OAL processor, we can achieve versatile functions.

m ,mm-- .rw w, -m, mmm("' .=-
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Fig. 1 Schematic diagram of OAL-NA Fig. 2 Example operations in OAL-NA

Mil. Advantages of OAL-NA
OAL-NA has various advantages with respect to system construction and

system capability. Use of highly developed microprocessor and smart pixel
technologies for PEs is practical and matches with current trend of massively parallel
architecture in computer science. It has been pointed out that optical interconnection
in interchip level is advantageous over electronic one. In addition, merging
interconnection with processing, the key idea of OAL-NA, is expected to provide
more effective communication and system operation than conventional simple
optical interconnection. OAL implements single instruction stream multiple data
stream (SIMD) type of parallel processing, which is suitable for global search and test
on the export data from PEs, memory, and input/output processors. In terms of
processing complexity, global search and test are appropriate for OAL scheme and
the advantages of OAL, i.e., large processing capability and flexibility, can be
effectively utilized. Although an encoding device must be prepared even for a
simple OAL processor, the encoding process can be combined into each electronic
modules and no additional device is required in OAL-NA.

IV. Operations on OAL-NA
OAL-NA provides various operations in the interconnection level. Typical

operations are 1) data transfer (parallel data shift, broadcasting, exchange, token
propagation 2)), 2) data test (conditional search, validity check), 3) data processing
(differentiation, logical AND/OR for same/neighbor PE's), and so on. These
operations are achieved by programming of OAL. Figure 2 shows the examples and
corresponding OAL programs. Accumulated resource in OAL research can be fully
utilized for OAL-NA.

V. Summary
In this paper, we have proposed a new concept called optical array logic

network architecture for effective construction of optoelectronic hybrid computing
system. With the help of optical array logic, not only data communication but also
global data processing are implemented in the interconnection network. As a result,
effective data communication and system operation can be expected.

References
1) J. Tanida and Y. Ichioka, Int. J. Opt. Comput. 1,113 (1990).
2) M. Iwata, J. Tanida, and Y. Ichioka, Appl. Opt. 31, 5604 (1992).
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Cascaded Optical Data Transfer Through
a Free Space Optical Perfect Shuffle

M.W. Derstine, S. Wakelin and K.K. Chau

4~kaaAve
Palo Alto, CA 94304

We describe the design, fabrication and tesng of an optical interconnect system constructed
from a two dimensional array of symmetric sey-electro-optic effect devices and a free space
perfect shilgle module.

The perfect shuffle has been proposed as an efficient interconnect that optics can do well[l].
However, to our knowledge, no free space optical system has been constucted that tests the
operation of a shuffle between optical logic elements Most previous work has focused on the
development of the perfect shuffle optics without regard to interfacing to the optical logic
elements.

An optical system designed to be used to implement sequential logical processing has been
faxicated and used to demonusrate transfr of optically encoded data from an optical logic arry
though a pertect shuffle itconnect and back onto the logic array. An array of self-eectrooptic
effect devices (S-SEEDs) [2] serve as the logic array and the perfect shuffle is similar to that
developed at Heriot-Watt University [3].

The basic architecture is shown in Figure 1. The input, output and power supply optics are not
shown. The primary optical circuit is implemented in a loop. The S-SEED array is divided up
so that each column corresponds to one stage of the interconnect. The output of the S-SEED
array is routed through a one-dimensional perfect shuffle module and then imaged back onto
the S-SEED array displaced by one column. This produces a multistage interconnect with
perfect shuffles between each stage.

(Sfts right one cakirmn)

The S-SEED array is arranged to so that it is used as 8 columns of 16 devices each. This size
was selected to match the field of a commercial 7.78 mm laser objective used to image the S-
SEED. Spots to read out the aray are generated by two lasers, one for the even columns and
one for the odd colunm. The necessary spot pattme is generated by a binary phase diffractive
elemient.

The perfect shuffle employs the basic split-and-shift approach to implement a theoretically
lossless interconnect [3]. Its other major advantages are that it can be consuicted from readily
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available components, it could be aligned in stages, it has identical loss (theoretically zero) for
all the beams throuh the sysmm, it could be enhanced to provide internal fanout, and would
work with data in differential representation. Another important advantage is that it could be
designed to maintain telecenmc imaging through the shuffle and anamarphic optics.

The cascaded input of data is provided by an electrically addressed linear array of vertical cavity
surface emitting lasers (VCSEL). It is used to set the first column of S-SEEDs. The VCSEL
array is directly driven with an open-collector TTL circuit that is also used to sequence the
column and programming lasers.

Figure 2 shows a schematic of the basic system. Light from the even and old column laser is
combined and then the array of spots is generated. These spots are then directed through a
beam combining system and focused onto the S-SEED array. The reflected light from the S-
SEED is shuffled and then has the spot pitch corrected by an anamorphic telescope before
being combined and imaged onto the S-SEED array. The entire system is doubly telecentric for
improved alignment tolerance, except at the intermediate focus of the anamorphic telescope.
The system was constructed using the milled baseplate approach [4].

EvnClm Odd Colum

Ss m ay Generator

09" "Patterned Mirror

S-Sa~4
S-EED

output
Figure 2 Block diagram of the cascaded system.

The system has been assembled and aligned and demonstrated cascaded data transfer at
10 kHz. The design and alignment process have uncovered issues relating to cascading of
devices, operation of the perfect shuffle and free space optical system design.

In conclusion, we have demonstrated the first, to our knowledge, free space optical system that
cascades light through a perfect shuffle. This system was constructed using bulk optics and
employed a 16x8 army of S-SEEDs.

We wish to thank Robert A. Morgan of AT&T for providing the laser array. This research is
supported by the Advanced Research Projects Agency of the Department of Defense and was
monitored by the Air Force Office of Scientific Research under Contract No. F49620-92-C-
0050. The United States Government is authorized to reproduce and distribute reprints for
governmental purposes notwithstanding any copyright notation hereon.
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Abstract

We present a novel technique for parallel optical data transcription and digital logic with high
speed differential pairs of optical thyristors and demonstrate these vital operations with
compact optical hardware circuitry.

Summary

Among the very promising elements for digital parallel optical information
processing are differential pairs of PnpN optical thyristors. It has been shown very recently
that these optical detector-regenerator type of devices can be switched-on in very short times
(typical 10 ns) with very low switching energies (typical 400 of absorbed optical energy),
while the problem of slow switch-off times, causing unpractical cycle times, was tackled
using a double-heterojunction structure that can be completely depleted by means of a simple
negative anode-to-cathode low voltage pulse. In this way PnpN thyristors with switch-off
times of 10 ns became available [I].

First, we will propose in this paper a novel approach to perform two vital functions in
digital optical computing using these high speed differential pairs of optical thyristors,
namely optical data transcription and digital optical logic. We therefore use a differential
pair with a particular electrode configuration such that each thyristor of the differential pair
(i.e. Ta and Tb) has two topelectrodes (see Figl). This makes it possible to control
electronically the position of the optical output of the activated thyristor. For example, if
thyristor Ta wins the competition with thyristor Tb, the two topelectrodes of Ta allow for
three different light output combinations, depending on the voltages applied (see Fig2). Our
conventions to represent the logic 1 and a logic 0 states are depicted in Fig3. Moreover, these
topelectrodes can be normally-connected or cross-connected. We show that cascading one
cross-connected and two normally-connected differential pairs of optical thyristors in the
proper sequence, and providing them with the correct and synchronized voltage sequences
allows the performance of AND, OR, NAND and NOR logic functions.

Next, we will present an optical hardware circuit, for cascading and interconnecting
these differential pairs, such that both digital optical logic and optical data transcription
become possible. The optical hardware consists of quarter pitch GRIN lenses and cube
splitters; components that can be easily packaged with the thyristor chips into very compact
and stackable optical processing modules.

Finally, we show videotaped experimental results of optical data transcription and
digital optical logic, and we discuss operation speed as a function of the optical energy
transfer efficiency of the optical hardware circuitry.
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Fig. 1: Differential pair of optical thyristors, In the cross-connected and normally comneedw configuarations
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Fig. 2: Joint and separate turun-on otthyrhtor Ta Fig. 3: Logic convention
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Reference: [1] P. Heremans, M. Kuijk, D.A. Suda, R. Vounckx, R.E. Hayes and G.
Borghs, "Fast turn-off of two-terminal double heterojunction optical thyristors", Appl.
Phys. Lett., 61(11), pp. 1326-1328, 1992.
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An associative memory is of primary importance in data flow digital computers [1]. Such a
memory searches by special code (key) coming out of processing unit (PU) for a data set to be
transferred to the next operation for an execution. A high-speed, high-capacity optoelectronic
associative memory (OAM) implemented of K one-port OAM modules, where K is the number
of PUs [2,3] requires using in data flow computing architecture the high-performance
reconfigurable rearrangeable nonblocking interconnection networks of size KxK. Its realization
is highly conjectural nowadays.

In this report, the new optical setups of multiport OAM are suggested. The OAM enables
M users to execute a simultaneous and independent parallel associative data search and
retrieval into memory N stored words by M search arguments, as well as a random-access
writing of keys and data. The exploitation of such a multiport associative memory in data flow
digital computers is illustrated by the block diagram in Fig. 1. The circuit diagram that explains
the principle of the optoelectronic multiport memory with the parallel optical associative M key
search for M=4, L=4, and N=16, as examples, is shown in Fig. 2. Spherical lenses are
employed in the setup only. The hybrid memory board (HMB) is a 2-D memory cell array,
where each memory cell consists of the light modulator and MOS-transistor-based trigger
placed near it and electrically connected to the light modulator and with key information stored
into electronic semiconductor memory. The address writing of keywords in the HMB,
encoding and decoding of memory cell physical addresses and data associated keywords is
accomplished by the electronic devices that include in the semiconductor memory. The stored
keywords are re,ýistered as transparent and nontransparent areas corresponding to 1 or 0 of the
binary bit blr The functions of masked search argument registers are accomplished by the light
source arrays. The availability or absence of light beam corresponds to 1 or 0 in the binary bit
a,. of search argument. The physical coincidence addresses c. are fixed by photodetector
arrays which serve as threshold optical invertor arrays. The OAM scheme represented in Fig. 2
ensure an associative search in the HMB in light transmission mode. However, if light
polarization plane modulators are employed for the HMB it can be modified to operate
reflected light by using polarizing beam splitter cube placed before the lens of the hybrid
memory board.

The data search process for such an OAM consists of the following. The binary bits a,,
a. ... a.. of all (m = 1,2. ... M) search arguments produced are encoded by a dual-rail code 4
and binary bits b,,,, b2. ... bL. of all (n = 1,2, ... N) keywords are stored in an inverse dual-rail
code. The optical system projects each search argument image onto the keys stored on the
HMB and the result of coincidences (i.e. ight absences) are fixed by threshold optical invertor
arrays. As seen in Fig. 2 the optical invertor with the numbers m and n fixes the fact of
coincidence of the mth search argument with the nth key.

In the report, a same variants of the optical scheme for the multiport optoelectronic
memory with associative data search are suggested. The method for enhancing the memory
size and write rate based on combining the K multiport OAM modules into the whole system is
considered. It is shown that such a mulimodule OAM can provide a simultaneous and
independent M key search for the number of ports M=100 with an associative data access time
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4 of -10 ns and overall peak write and readout rate of 1010 words into memory of overall
capacity of up to KN = 107-10P words with 50-bit dual-rail coded keys The possibility of
creating the multiport QAM is discussed.

1. Burtsev V.S., Optical Compuing & Processing, 1, 199 1, no. 4, p. 269.
2. Burtsev V.S. and Fyodorov V.B., O2ptical Computing & Processing, 1, 1991, no. 4, p. 275.
3. Burtsev V. S. and Fyodorov V.B., Optical Co~mpuing & Processing, 2, 1992, no. 3, p. 16 1.
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PU2 OAMRA
N Nkeys N words

PU M MN N IL

Fig. 1. A simplifyed block diagram of the data flow computer based
on the multiport associative memory: PU-processing unit, 1/0-input
and output, MMR-multiple-march resolver and encoder.
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Fig. 2. The optical scheme of the optoelectronic multiport memory with parallel associative M
key search: a,. is the AIt binary bit (1--1,2, ... L) of the mth search argument word (mt-1,2,..
M), .is the Ith binary bit of the nth stored keyword (n=-1,2, ... N), c., is the physical address
of the coincidence of the mth search argument with the nth keyword.
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Time-Iategratia Correltioa Using a Fiber Optic Delay Line Proeessor
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Abstract
A fiber optic tapped delay line correlator based on time-integration is proposed anddemonstrated. Such a correlator will combine high bandwidth, large processing gain and

ability to compute real-time autocorrelation functions.

Summary

Fiber optic delay lines have been suggested for use in tapped delay line architectures for
performing cross-correlation operations 1,2, 3 . In those systems fibers of different length
implement the delay lines and a spatial\light modulator encoded the tap weights. Although
attractive due to the potential for high bandwidth operation, this system suffers from two major
limitations. The number of tape limits the signal length and therefore the correlation gain.
Since each tap introduces signal loss, the total number of taps will be limited to a few hundred.
Additionally, the system shown cannot implement real-time cross-correlations between two
arbitrary signals. Similarly, calculation of the autocorrelation of a signal requires temporary
storage of the signal and high bandwidth updating of tap weights.

Both of these limitations can be overcome by using an alternative design based on time-
integration. Figure 1 shows a diagram of a fiber optic tapped delay line time-integrating
correlator. The input signal s(t) directly modulates a laser diode. The modulated opticalsignal is split by a 1-to-N fiber coupler and a relative delay is introduced into each of the N
channels by adjusting the length of the fibers. The second input signal r(t) is applied to a highbandwidth optical modulator. The time-delayed representations of s(t) are modulated by r(t)
and imaged onto a 1-D time-intograting detector army. The output of the nth detector at the end
of the tie-integration will c to:

c(n) = ; 5(t-Tn) r(t) dt
where Tn is the relative time-delay in the nth fiber tap and the integretion is performed over
time L The correlation gain is determined by the integration time of the detector array and isindependent of the number of taps. The number of taps determines the number of points
computed in the correlation function. Therefore, the time-integrating architecture can
accommodate a longer signal longth while limiting the number of points in the cross-
correlation function to the number of taps. If signals s(t) and r(t) are identical, autocorrelation
results.

This architecture was experimentally demontrted in an 8-channel correlator. A Te02
acoustooptic modulator A 100 MHz analog LED at 850 nm provided the light input. The output
was detected on a CCD camera and digitized. Althoug the AO device has a 501MHz bandwidth,
the fiber output@ were focused to l y 100 micron spot in the device leading to a transit-
time limited bandwidth of only 5 MHz. The schematic diagram of the experimental setup isshown in Figure 2. The experimental results obtained on a saupled autocorrelation of a 5 MHz
square wave are shown in Figure 8. The points indicate theoretical values and the continous
line shows experimental results.

1. K. Wilner and A. P. van der Heuvel, Proc. IEEE, 64, 805 (1977).
2. B. L Ohlhabor and K. Wilner, Electro-optw Syst. Des., 9, 33 (1977).

. K. P. Jackson and H. J. Shaw, in o=ntisal Rignal Pra•e=,sin#, J. L. Homer ed.,
Academic Press, 1987.
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ABSTRAC2.
We optically experiment a joint transform correlator (JTC) where the input image is
replaced by a synthetic discriminant function (SDF) filter. This latter allows us to ensure
a practical invariance over a 100 range.

INTRODUCTION:
Optical correlation, and especially joint transform correlation, has been known as an efficient
alternative to its electronical counterpart since the 1960's and compact implementations of joint
transform correlators (JTCs) have recently been presented. But correlation is inherently rotation-
and scale- variant and a traditional correlation operation cannot perform pattern recognition in
most practical cases. In order to overcome this limitation, Javidil has proposed and simulated a
JTC using synthetic discriminant function (SDF) filters. In this paper, we provide optical
experimental results.

BASIC THEORY:
The basic principle of joint transform correlation is now widely known, and we will not present
it. The need of ensuring, for instance, a rotation invariance appears clearly: an in-plane rotation
of one degree causes a dramatic energy loss of more than 3 dB. To achieve an invariance for such
a phenomenon, we decided to use the synthetic discriminant function technique2, a general
method to achieve any invariance which in our case consists in replacing the reference image with
several rotated views. The correlation peak height will be equal, provided the input view belongs
to the training set. The point is to test intermediate-rotated input views, between those of the
training set.
The simplest SDF filter is called pseudo-inverse SDF (PI-SDF). Its computation is
straightforward because it is only a linear combination of views from the training set. Other
types of filters have then been derived from it: the minimum variance SDI' (MV-SDF) which is
noise resistant, the minimum average correlation energy' SDF (MACE-SDF) which sharpens the
correlation peak and improves discrimination and the optimal trade-off SDI` (OT-SDF) which is
a linear combination of the previous two filters.

SIDULATIONS:
We tested the four kinds of SDFs mentioned above, in order to verify their training ability. For
each type of filter, we calculated four filters, each of them containing 6 views, with a various
angular step between two consecutive views: 0.5, 1%, 2 and 4.
The simulations give the same results as those in the literature for the 4f architecture: the PI-
SDF training ability is average: there is a marked difference between the images belonging to
the trining set and images of the same airplane, but not in the training set. The discrimination
between the plane of the training set and another lifelike plane is unambiguous (the ratio of the
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correlation peak heights is over 4). The MACE-SDF only recognizes the views it contains and so
proves useless, and the MV-SDF produces a very poor discrimination, sometimes close to unity.

KWPEWKNT
We performed experiments on the CERT Optical Science Department demonstrator, in which
SLMs are amplitude-modulating.
We tried to test the four kinds of filters previously simulated. Unfortunately, MACE-SDFs, MV-
SDFs and so OT-SDFs prove unusable: they are non-positive, so produce a non-zero background
on our amplitude SLM and especially their dynamic range is high. The input setup cannot
display both a large dynamic range and tiny details.
We experimented 6-view PI-SDFs, with respective angular steps of 0.5, 1.0, 2.0 and 4.0
between consecutive planes. For a 0.5, 1 or 2? difference, the output response is quite uniform
over the angular range: +/- 7 % (see fig. I for the 2? step). The training ability is good: we cannot
even find any difference between the images belonging to the training set and images of the
same airplane which are between those in the training set. The discrimination is also good (the
ratio of the peak heights is at least 1:5).
For a 40 difference, the results deteriorate dramatically (fig. 2) and are not in good agreement
with the simulations.

0.8

0.4.80 .4 Exp. au . O.A

0 0
0 2 4 a a 10 0 4 a 12 16 20

taet ovae (a) Posln av 0

Fig. 1: simulated and experimental correla- Fig. 2: simulated and experimental
tion peak heights for a SDF whose views dif- correlation peak heights for a SDF whose
fer from 2*. Crosses denote autocorrelation views differ from 40. Crosses denote autocor-
when the input view belongs to the training relation when the input view belongs to the
set training set

CONCLUSION:
We have implemented a joint transform correlator using synthetic discriminant function filters.
The experiments proved that the MACE-SDF and the MV-SDF -and so the OT-SDF- cannot be
displayed correctly on an amplitude SLX But the PI-SDF which is correctly displayed, works.
We have shown that for an in-plane rotation and provided that the angular step between the
views it contains is not too high, this filter can lead to an unambiguous discrimination, for any
object orientation over the filter angular range: it has shown a certain training ability and
especially, that it could be optically implemented, without too much damage, into JTC
architectures whose compact examples have become popular.
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Abstract

An optimal processor for discrimination and noise robustness is developed for pattern
recognition. It leads to a natural and attractive high speed optical implementation. Fur-
thermore, it provides theoretical insight in previous heuristic non linear filtering techniques.

Within the past decade different architectures for optical correlators have been demonstrated
[1-31. Although the spatial matched filter is optimal for noise robustness, its limitations such
as broad correlation peaks, sensitivity to distortion and low discrimination capabilities are well
known and different filters for optical correlation have been proposed [4-7]. On the other hand,
nonlinear joint transform correlators (JTCs) [3], have shown to be very discriminant with good
correlation performance. For optical correlation characterization, different criteria have been
proposed [8], and among them, noise robustness and sharpness of the correlation function have
been shown to be of the first interest. Furthermore, the importance of finding trade-offs between
different criteria is now well established [7,8]. However, up to now, the discrimination capabilities
of the filter are optimized indirectly by minimizing either the sharpness of the correlation function
[7] with false objects (that is objects to be rejected) or background models to be discriminated
against [9]. Here, an optimal method for discrimination capabilities which doesn't need a priori
knowledge of the false objects or of the background is introduced.

1D notations are used for simplicity with no loss of generality. Let r(t) and s(t) denote
respectively the reference and input image. The output of the optimum processor, C(t) =
rVNl h(t + 4)*a(•), is the correlation between s(t) and a filter function h(t), where * denotes
complex conjugation, and N is the total number of pixels. When the input image is the reference
object (i.e., s(t) = r(t)), it is imposed that the filter produces the correlation peak C(0) = Co.

If the input image is a modified or a distorted version of the reference image r(t), one
generally requires a small variation in the correlation peak. This requirement can be achieved by
minimiz.ing the mean square error, which is equivalent to the optimization of the noise robustness
to input noise [10]. In order to optimize the discrimination capabilities, one may minimize the
energy of the correlation function due to any input image s(t): E.[h] = Ek Ih(k)12 Is(k)12.

It can be shown that the optimal trade-off between input noise robustness, discrimination
E.[h], and correlation peak sharpness (see [8] for a mathematical definition of this criterion)
leads to the optimum processor (in the Fourier domain):

6(k) = f(k)S(k)/[S(k) + (1 - p) lf(k)12 + pIA(k)12] (1)

where 9•(k) is the spectral density of the noise model. The performances of this processor will
be illustrated with numerical experiments in comparison to other well known filtering methods.
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Eq. 1 is very similar to the Fourier transform of a nonlinear JTC output [3] which can be
implemented optically. Indeed, both have the same Fourier phase and the amplitude modulation
requires nonlinear transformation of both Fourier magnitudes of the reference function and the
input function. Let us consider the case of a white noise model (S(k) = 12 which is constant).
Using a photorefractive crystal in the Fourier domain, it is possible to implement optically the
optimal method of Eq. 1. Indeed, if one considers a four wave mixing correlator [11] [12], the
modulation index of refraction is proportional to Eq.1. This architecture is sketched in fig. 1.

SLMI Figure 1: Schematic representation of a 4
Nonlinear Crystal waves mixing correlator. Input image s(t)

is written on SLM1, the auto-correlation
of the noise model on SLM2 and the ref-

erence on SLM3.

SLM2

S detector SLM3

If one considers the case for which peak sharpness in not optimized, the optimal processor is
now given by: C'(k) = f*(k)g(k)/[I 2 + li(k)12]. This can be obtained if the intensity of beam
3 is low compaxed to beams 1 and 2 in fig. 1. This case is very interesting since beam 3 is just
reading the grating written by beams 1 and 2 (i.e. g((k)/[I 2 + lg(k)12]). This process doesn't
require interaction in the crystal and then can be done at higher rates than the writing process of
the grating (which is limited by the response time of the crystal). This property is in agreement
with pattern recognition applications which, in general, need many references for a recognition
in the input image.
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Rotation scale and shift invariant real time pattern recognition
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Pattern recognition using a coherent optical correlator has many advantages including
high speed and parallel processing. The main problem of those systems is that usually
they can not cope with the various changes of the input function such as rotation and/or
scale.

We present a system which is invariant to all three distortions (rotation, scale and
shift) and, at the same time, can complete the recognition process practically in real time.
The overall system is composed of two parallel channels that are connected together. A
schematic diagram of the system is given in figure 1.

Basically the system operate as follow: The input object is placed on the first SLM
(spatial light modulator), from which it enters a correlation channel and a scale measure-
ment channel. After the scale of the object is estimated, the correlator is adapted by
changing the scale of the filter or/and the input pattern.

P, P2 P3
PL2

o 9

stLt

3,

f t

,_ . ... .... .. •--''_- •-.- --- ----. ---------

Figure 1: Schematic representation of the the overall recognition system

The scale measurement is performed at the Fourier plane where it can be easily im-
plemented optically. Let f (r, 9) be the input function and F(p, 0) its Fourier transform
(in polar coordinates). When the scale of the input is extended by factor a the energy
,using Parseval's theorem, becomes:

E= [2' a2Fa 0)I12 pd'odo4 = a2E(1

where Eo is the energy of the original function f (r, 0). We define the ratio between E.(A),
the energy in the spatial frequency interval 0 < p < A, and the total energy E. by:

T' ) E() E j 1 la2Fap, 0)j2 pdpd =-- f•*$ IF(p, ) 1 papa)1 (2)
ETaaE2
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Obviously T(a, A) depends on A only through the integration limit, hence we can derive
the scale factor a from the simple relation:

a = ao- (3)

where Ao is the spatial frequency which gives the predefined To for a known reference
object of scale a0.

The correlation channel is based on an adaptive 4-f correlator in which both filter and
object can be modified, in real time, on the SLM's. With this approach the system is
very flexible and can be easi,; adjusted. The filter used for the correlator was specially
designed according to the system's limitation. The main requirements from the filter
were:full rotation invariance, sharp and high correlation peak, good discrimination ability
and, finally, a limited scale invariance. This final requirement is essential due to the errors
during the scale measurement procedure. Obviously, the scale tolerance range has to be
large enough in order to fully compensate for those errors.

The filter was designed using the method of projection onto convex sets (POCS). The
special characteristics of the filter are achieved by applying appropriate constraints during
the POCS algorithm.

Both simulation and laboratory experiments were successfully performed. Excellent
results were obtained with alphanumeric characters as well as with gray scale images.

The adaptive 4-f real time correlator enable us to use the system for many related
application such as iterative filter design, pattern classification etc. The double channel
method, in general, can be used for a different set of distortions in a similar way.

0-P 0P g! '..
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Systems Partiotiin and laement in Optoeketrnc MCM Design
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We discuss the CAD issues for partitioning between electrical and optical intrconnects; and physical layout
in free-space oploelectronic MCM design. The results of a design example are also presented.

Free-apace optical inecnections (FSOI) have boew shown to have speed or power advantage over
electronic ' nP--* for long distnc Umroncinf1. By introducing FS01 into new MCM desigs,
it is posible S) creame an OpW13lectromic MCM (OE MCM). However incorporating optic into electronics
praeset new challenges in conputer-aided design, fabrication, and packaging. To integrate optics ý-%d
electroics at the system level, we need new partitioning and placement algorithms. In this paper, we first
introduce the Models; for pintitioning and placement. We have chosen the system power dissipation as the cost
function to minimize in partitioning. In placement~, we minimize the interconnection distance based oin the
coustavints imposed by the fabrication limit (or cost) of the system. The models ane then applied to a design
etxmpl to illustrate the importance of CAD issues.

Figure 1 shows a physical model of an OE
pk"g MCM. Thereaan three layers in the packaged

a hW systm. The lower layer consists Of multiple
chips of electronics and optoelectronic devices.
Each chip contains a number of switching
elements (SEs) or processing elements (PEs).
The Middle layer consists of diffractive optics
(MM~) or computer generated holograms
(CGHs). The upper layer is a mirror. The cross
section of this system is shown in figure 2. The
optical trasmitters, e.g. surface emitting lasers,

Ecu a~g.illuminate an off-axs lens where the beam is
collimatked and then deflecled into the desred

FWgur 1. Schmiatic showin of a physical model of OE MCM direction. The beam then reflects off a mirror and
packag in uilective coofgturatiom. Only a few of the amy Is focused by another off-axis lens onto a receiver

-, 'W imuanet = 'on (detector) on another chip.
MkW There an four aspects of optoelectronic system

d 7 idesig that me key to the system performance:
Cbmnd inerconnection speed, heat dissipation, chip siue

interconnect distance. Currently in OE MCM
design, optical sources (such as modulators or
laser diodes and their drivers) genermt heat in

MC Pcb O *h densities much higher than that of VLSI. Based
on speed, switching energies, and power budgets,

F~gu 2. Crams-Sctio of an Opso--Mctoui MCM piackag. electrical Slid optical techoologme can be
compared and a break-even line length can be

deimed(IJ. For signals that must propagele distances loge tha this, optical interconnection techology is
pirefered, for opgal propagating distances less than this, demetonic interconnection technology is preferred. it
can be ditow. that minimums feature size of the fabrication tecimodogy limits the ma==um interonnect
distace [21.

In the optooelecuic design process, partitioning is performed. (a) to divide the total number of PEs in the
sysew Woo few awger of chips; and (b) to choose the best tecimoogies for each mnerconnect required by the
aediat of a wis 0-"0COqMdag architectue. Afler the parootiong process, placement algorithms will perform
the physk ical mimeaas of the PEs within each chips to reduce the fabrication requirement of DOEs/CGHs.



WD1/220

2. Syd=mFbebh 1O -
To opebaim , the partitioning of the OE MCd design using CAD Mcdmology, a fortoulatiom must be

esblislhed an mass of the techiology constraints. One choic is to let three of the aedmology vaiables
menteioed above be constrained and attemps to minimize the fourth. Since power dissipation of the sysem

P4,ft~ present a design problem, the most natural objestve af
Radmthe paritoning 1, g to be to minimize the heat

dissipatio while satisfying the bomits placed an the speed
.8 of the ingercomnects, the size of the chip and OE MCM,

andI the opia distance.
.6 To solve the OE MCM partition problem, we combine

A Algoi~thm an algorithms bond on Burlwd heurlutlc(3] and a
modified matching algorithm based on labeling

-2-techniqu*s41. The optimized partitioning is achieved by

0-rearranging the PEsamuong different chips to reduce the
0 5 0 i 2namnber of intrchip InteFrconnections, and therefore to
0 S 0 15reduce the power dissipation. Figure 3 shows a

P4.. of cur comparison of the results of random partitoning with the
Fgume 3. Comaparivan of the power dissipation of results af the CAD algorithm on an irregular
the iutrconnecra between rand=n perfitounng and .,- -- -eto network example[5], for various numbers
algoithm partitoning. Over 50% unjauvemient can at chipS. An unrvmn of over 50% is achieved in
be achieved by &np"la the algoritm, many of the cases studied.

3. PE Fheemmnt In OF. MCM
In the design of opolcrncMCM with ftee-space optical intr-oncto, it is the maximum

interconnection dutsoimc that should be minimized. We investigated placement algorithms for optoelectronic
systems based on iterative match 1g5]. The algorithm start with a random placement of PEs within chips and
reduces the maximum interconnecdoio distance through a fixed amber of iterations by rearranging PEs within

an ----. chips. Figure 4 shows the

40histogamk reults Of a straight
forward placement and placement

by a iterative matching algorithm111 1K li i.for comparison. The sam
network example used in the las

__________________ ______________ section is used here. More than a

b~.sm~m inteconnec distance (or on the

Flgu 4. Cminpuriama between two plaemenvt method.. (a) Reutank the dopackaingvlume of the Systm)
straighit forward method. (b) Result after applyng the pacement algorkitm. ca be achieved when we applied
11m maximaintaucemect d"tWow is reduced by 50%. the algorithms to the OE-MCM

dedSIgn

In this pqier w ve discussed optoelectinmi MCM models and algorthms for CAD partitioning and
placement. Results show that mor than 50% reduction in power consumption and the maximum mainecnneict
distance can be achived by apply-ing these CAD algortiths to a OE MCM design.4

We would Ike to acknowledge the helpful discussions with B.Catanzaro, D Zaleta, and VItLOzguz. We
also thank the financial support of ARPA/0NR.
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Abstract: The architecture of a "universal" photonic backplane is described. The architecture
contains a large array of "programmable" smart pixels which can be configured into three states.
By setting pixel states appropriately, any network can be embedded into the backplane.

Sunmmary: A photonic backplane consists of a large number of parallel optical channels (10,000 to
100,000) spaced a few hundred microns apart [I][2]. Each printed circuit board contains one or
more smart pixel arrays, which access the photonic backplane through an "optical extender card",
as shown in fig. 1 [1]. This paper proposes
an attractive photonic backplane PMWNM
architecture which we call the
"HyperIPlane".
The smart pixel arrays manage access to the
backplane. A smart pixel consists of an
incoming window, and out-going window, a R,,,
latch, two multiplexers and an address bit s..Famy
comparator, as shown in fig. 2. Pixels can
be programmed to be in one of three states, -.-
the "idle", "transmitting" and "receiving" Opimiwa.
states, as shown in fig. 3. The state of a
pixel can be changed by down-loading a bit- Fg) Pho(a)iC Bswkplane.
stream from an associated message-
processor. The pixels can also be
programmed to receive messages for any destination by o , ,
down-loading the appropriate address bits. The pixels
require 12 logic gates each. The pixels are arranged into an .-- - - -, - -•-

array as shown in fig. 4. The data for configuring the array ,

is loaded in bit-serially; data to be transmitted enters from "
the top, and data being received exits from the bottom. The
smart pixel arrays are being designed using AT&rs FET-
SEED GaAs technology [3J and are manufacturable using
existing fabrication technology.

The HyperPlane can embed any conventional
interconnection network by programming the pixels ..
accordingly. Optimal embeddings would minimize the , L,
length of the longest optical channel in the backplane. -----------
Optimal embeddings for linear arrays, 2D and 3D meshes, ' ....... LJ
toroids, hypercubes, crossbars, orthogonal crossbars, and 4
shuffle-based networks have been identified. Typical ft 2. sump wacvmd mopvim
embeddings are shown in figures 5-6. Each box represents m m
a node. Each vertical line represents an electrical data path
within a smart pixel array. Each bold horizontal line represents an optical connection which is
implemented by programming the pixels at each end as transmitters and receivers. The embeddings
can be changed in real-time by down-loading appropriate control bits.
The HyperPlane architecture can also be designed to exploit transparent long distance optical
transmissions. By appropriately designing the extender card, it is possible to allow long-distance
optical nsmions to by-pass intermediate smart pixel arrays as they travel down the backplane
[I]. This "Transparent HyperPlane" improves performance by eliminating the delays associated
with passing through inter-mediate smart pixel arrays. Since the intermediate smart pixels can no

L
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longer transmit or receive over the long-ditance channels which bypass them, there may be a
resriction on the types of embeddings possible.

Buhmefies
[l) H.S. Hinton. Canadian Institute for [31 L.A. D'Asaro et al, "Batch Fabrication and
Telecommunications Research - Research Operation of GaAS-Alx-Ga,~xMs Field-Effect
Program 1993-94, pp. 143-156, 1993. fTanslsto Seif-Electrooptic Effect Device (PET-
[21 K. Hamanaka. "Optical Bus Inter-conecion SEED) Smart Pixel Arrys", IEEE Jounral
using Semfc Iwe", Optics Leotrs, Vol. 16, No. Quantum Electronics, Vol. 29, No. 2, Feb. 1993,
16, pp. 1222-1224, 1991. pp. 670-678.
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A Scalable Optical Interconnectiona Network for Maiselvely Parallel Computers,
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The University of Arizona
Tuacson, AZ 55721

Phone: (602) 621 - 2316, Fax: (602) 621 - 6076

Abstract - We preseet a amw optical interconnection network, caflm sa Optical Ml~eti.Mesh Hypercab., which is
both Also and geemrmtlae-ecmlabb It exhibte such properties as soanl diameter, fault tolerance, symmsetry, coastant
mode degree, ;ad is hihly amna to optical Implemestations.

Siuqiay -71Wquat for w~lpe(1011 Goating -oa operations per asemed) supurcompetem fuaded by the launch.
ix thmm lrlrnneCoaaigad Communication ProgramI =Pat7 ajor emaphasis on exploitin masive

wihgae hnaethousand proosming elements WENa) Fie asvl parwaafliopat.
ere(MJ'C)(1. An important iesm in the doilo MPQa is scmlabty. In architectural terms, ecalauilty has two
a=pqcts ; abndM generation. SWOs.calmbshi a cotputinm are those an which the member of modes (ofra proesor)

cnbe expeeded over a wW- rage without subetantial change in either the eltmgamnguratloa or software, and the
pet t lamIcrease. r 1kamber of mode Increase. G a-Jssaa~ ty is t adaptability of the architecture

tote rawi evolution linoogias The hey to deis ca abtyo MPC * the interconnection network which.i
abe. a deciding factor in t-sio of performance sa cdme of the entire system. Numerveg topologie have beam eplorelor pp.5.1 computers. Hlowever, the lack of slasecalmblllty of some of these networks (e~g hypercebe) have limited
their vas In MPQa deepite their nsavy other advantages. We have exialore a new etwor topology, calle Opliced
MeW-MonA Nypecul (011MB), which combines the advantages of both the hypercube (smnall diameter, high comnec-

tiiysymmer tincnra n ee al tolerance, etc.) sand the meeh (constant mode degree sand ecalabffit)to gloges, wbl, vedo thir atgs" (lack of scalability of the hypercebe, sad large diameter of
meash). VA have alsoN deeoped a -he~lesoa (3-D) optical lmle att An etodology which explot. the
ad=tg of both qmpaosmveuiant freseace a"d metwveghiberlansd optical iateconet techeoaogies.

DeA~mio qf the OMME oetwenk An (1,,, w4m)-0MMN, where 1,a. "mdu ane latoger, metwork coaelst. at I x vax 2
modes &and &a addrewsof amods has thre oo p~ts;*J,k), where 0:5 i< 1, 0:5j < , 0:5k< 2, and
sj,k are lategere The topolog of sa (I,Z%,).MM!H' network is dMasd by Ave latercommection. fuetactos for a

mod (Q~,k) as halowcs (1) f. (Q~,k) = ((i + 1) mod 1, j, b), (2) f.Qjk =((+ - 1) mod 1, J. k), (3)
f..(.j,k) - (i, (j+ 1) moodma, 1), mmd (4) I,,d(jk) = (4, (us+j- 1) mo,m k) Ai.,Qj, k~... - k -kahA-t .. ko)
(4j,.k.-.... k.ad~ldkd.I ... ke), for d -0,,.. - 1, where 4-1...a k"k - . beoi a bWary re1Presetation of
integer h. Tomr (meshk with wraparound connections in the rows and columns) connections of the 01111 network

% a"edie by., A..,. A.and A.~1. The bleary n-cube interconnection s ldefned by f., for d = 0, 1,...- ,.a- 1.
F;Z1 shows a (2,L)O hitecosmaction whore somi lione represent hypercube limbs and dahe lims; erset
tores limbs. Flor a network de don e aMola modes, the hypercebe metwork contains about 10.5 million limbs Whe=h

Fig. 1: As exaple of the OMMI network.' a (2,4,3)-OMUI is shows. Labelo represent wra paround connections.

(1, m, 4)-OMM has about 4.2 milion linb sad (16, 16, .)-OMMN has appronImately 8.4 million limbs. Since one liak
implies one physical path, electrical or optical, betwemn two mode, the 01111 metwork is coat-effclent cosupared to
the regular hypercube matwoek in termns of hardwr reuUmn.I should be moted that &a 01111 with a constant
cube as a basic buBlin block (g, 1, us, 4)-G M) hsc nstm ode degree over the network eis. This feature
enables 0113m ato to be =clbs that is, the els of the 01111 can be lecrensed by expanding the sue of the
torus without changing mode degres.

0060FAVO P "dm sffheOMM netvr 0n 1MN metwork is constructed from simple buildig blocke (by-
percbee ina moula an isnnesal isbon.Them building blocks, onem coastructed, are left sadisterhed wham

the network growis Inoes. The 011MB cam be viewe as a two-leval necneto metworb: high-density, loca
-- IF'tou for hypercube limb (within a basic moduel), sand high bit rate, low-density sand long connections for the

'n&I mems&c seppeste byas NS? aSno No. MP? S113N, sa MSF gpas No. MEP 0310M, aud a grant born USt.



taru labe conetigh basic building blocks. The optical implementation also consests of two lewel: free-space
spae-auulat optice hr the construction of basic building blocks, and multiwravelsegth fiber. fow the torus hanks.

Ase breakdownS of functionail requiressemts far the 01MMB aetwork Is consistent with the advantages of keus-ape. and
otclfiber technologies. The asie of the OMMH can be increased by adding hypercube module., which provides mod-

utym nddse-sclailt.Gesaiu-clb ty in provided by the an of high-banidwidth wawhngthkmultipimzed4
t.Mon'~ h be. In provid~ed in detai In Ref. 2 and 3. DBond oetotally epac..invarlant o=ticamp1Meamen ypmu

th imthods, aa (1, ms, u)-OM B can be constructed as folw:(1) 1 xm a-cube modules as described in Rda. 2 and
3we placed in a Ix ns matrix form. (2) 1 x m sode., eachofwhich isfromn the sum location of the a-cube modules,
awe connected to form a torus of dimension I x in. (3) Step 2 is repeated until every mode is connected, resulting In 2"
toruse. of mine I x Ms.

Now, we consider an optical implementation, of the (I,= m*s)OMMH network. We use two optical components: a4
quadrant beam splitter (QIS) which softsa a minl beam into four beams (the QIS also combine. four beams into oae

mine I Isbi-lretloal)and an i-channel wavelength multiplexor (W'MUX) which multiplexes beame with i difesreat
WSwavntsO into saminl beam (abo denultplexe dm inct is hidrcinl.We assumae that eac node has two Nigt
soures one source, S,% to generat the required hypercube link and the aseond msource, St, is coupled with an. optical
fiber hor the torus links. A QBS is attached to awery S, to provide the four fanouts, S.,Sg , Sl and S., (north,
south, east, and west). A WMUX Is located at beth ends of each row and each column. &~ eac *MUx Zath right
end of a raw be WMUXx, sea& WUUX at the left end of a row be WMdUXw, each WMUX at the top of a column be
WMUXN, and each WMUX at the bottom of a column be WMUX8. In a given row, a WMUX, multipluxe kigts
from the Sj, source. o*(that raw into a mingle fiber which is than connected to a WMUXW In the neighboring s-cube
module. Similary, St a S.,s& and S,,s are multiplexed by WMIUXN, WMUXS &and WMUXw, respectively. Fig.2
abow. &a (2,4,5)-OMiIH tahoeQ. More detail, will be provided at the Meeting.
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Demonstration of a 3D-integrated refractive microsystein

J. MOiWe and K-H. A ru. Univeriaii Edlne-Nfneg IA ftr Angewandle Opik, Sinaditraek 7/B2
91058 Bitieng, Gurmany, Tel. +49 9131 35M73, Fax. +49 9131 1350, "Wai jm@ao.plzyik~uni-
almngen.de

Ah*'eat A 3D-In wtertd miawoal.t is prpwwsed whld, periform the overla of data plane& Each chwmel/
of the omVAV&*m cou.sts of two ,waeW~oertlk mlarolea wd fmo mla'prtLhn The outpt plow is 500pm
sqauvd uand omstaba apro 100 Pbxala

IF ,R , FleM: 3D-integrated, microsystems -ms a highe packaging den*t and complexity for optical
interconnects and functional elements copre m to, 2D OEICs [1]. Howerver, the additional degrees of freedom
demand additional -Mt- for the aligning and mounting of the systems. This is critical especially for diffraicive
optical elements. We present a very simple refractive system performing the overlay of two data planes which is
a vital step in symb~olic substitution concepts for digital optical computing [2]113].

1C pealImmta- Setup: Ime optical design of the system is st-gtfrad To perform an overlay of two data.
planes imaging and duflhctig elements are needed. It would also be possible to build a system containing onl
lense if those are used off-waxs. However, via use the lenses on-waxs and shift the dafta planes with prisms.
Again, there are two possibilities. One is to wse only a single lens and pupil division, the other to use two
knenes. The second option las the advantage that the whole: space-bandwidthi of the lens can be used.
Additionally, the are whene the two prism murfices meet is not perfect (rounded) and this area is not in the

cetrof the lens but between the klas. In all thre cues (Fig. 1) it is necessary to adjust the illumination
according to the imaging conditions.

Fig. 1 Three possible: designs of a system performing the overlay of two data plane

The foca length of the lenses (I 1001Am), the pitch of the lense (25pm) and the remftcive: index of the pim
(1.49) determine the prism angle (170). In our setu, the data plane are illuminated test patters. We use two
LEDs to be able to swich the two channels independently. The LEDs are demagnfifed by a micosop
objective and imaged in the centers of the leases. The output plane is imaged on a CCD array by another

- ------------ ---

FIg.2 Thmexperimental setup

Valorleatso The lenses wer made by us of the Na-Ag ion ecwhange in glass [41. The prism array was made
by themal moulding and cintg [5] (Faig. 3). Faraty, a glassne of the prinsm wn made: using standard
techniques. The morwas hefted, embossed into a PMMA 1 1 -zI and cooled down. Repeating this process
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ge, & a rgua wray of negative prim. Th• negative array is now used as master for the procactin ofthe
final prom arry. For this purpose it is filled with UV-ainag glue and topped with the planar microe ay.
S l cthep I n -r - of the system prmily dends•a the prism ang lthe alinment of the neti
nhcV - array and the microbus array is vey critical apat brom a relative rowon. Ana curng of the
sgue the negative is sepated from th complete system.

aibassing Ca~iog

Fig.3 Fabrication of the microprisna array

ItperlIePta remits: Fig. 4 shows a top view of an array of micropiisms fabricated on an aibstrate which
already is an array of planar microlenses. Fig. 5 and 6 show mWes of the both dataplanes independently.
Fig. 7 shows the overlay of the two dataplanes.

Fig.4 Fig. 5 Fig.6 Fig.7

Admowledgemeats: The microlenses wer made by J. Bihr. The help of W. Edwet and W. Singer with the
experimental setup is grtefully ackowledged. Parts of this work ae funded by the german ministry of
research and technology (BMFTI) under grant TK 058515.
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INTEGRATION OF FRE-SPACE INTERCONNECTS USING SELFOC LENSES:
OPTICAL PROPERTIES OF A BASIC UNIT

Kenjiro HAMANAKA, Kenichi NAKAMA, Daisuke ARAI. Yukihisa KUSUDA,
Takashi KISHIMOTO, and Yoshinobu MITSUI1ASHI

RWCP 1 Optoelectronics NSG Laboratory 2

A vertical and horizontal integration technique of free-space

interconnects using Selfoc lenses, is described. A basic unit of the
optical mother board has been fabricated by slicing a Selfoc rod of
4mm In diameter.

1.INTRODUCTION
In case of Integrating free-space optical systems, surface

mounting techniques are preferable for fixing non-transparent devices
such as surface emitting LDs and reflection-type SLMs. while
transparent devices such as transparent-type SLMs and isolators must
be inserted in optical paths. Therefore, it Is required to develop
optical mother boards for integrating free-space optical systems,
which are suitable for both non-transparent and transparent devices.
It is considered that "Optical bus Interconnection system (OBIS)
[1.21", an optical mother board using Selfoc microlenses (SMLs) [3],
is one of the promising solutions.
2.PRINCIPLES

Figure 1 shows the basic concept of OBIS. An optical mother
board owning many optical I/Os on a glass substrate as well as in the
substrate Is composed of cascade arrays of SMLs and prisms. All the
I/Os are basically conjugated each other, and as the result, two
dimensional Information generated at one of the I/Os is transferred
Into the other I/Os through the Image transmission tubes composed of
the SMLs. The perfectly coaxial arrays of SMLs, which are fabricated
by slicing Selfoc rods using diamond blades, provide large space-
bandwidth product. Non-transparent devices can be integrated
horizontally at the optical I/Os on the substrate using surface
mounting techniques, while transparent devices can be integrated
vertically at the I/Os In the gaps. The substrat~e plane including the
optical I/Os can also be used for electronic circuits as well as
planar optical waveguides. Various interconnection networks can be
realized using microlens arrays [4] or DOEs in the gaps.
3.EXPERIMENTS

A basic unit of OBIS, by means of a 4-f telecentric imaging
system, was fabricated by slicing a Selfoc rod of 4mm In diameter
(Fig.2). After the rod and two glass substrates with grooves were
fixed using UV-resin, perpendicular gaps were fabricated using a
diamond blade composed of diamond particles of 20-30pm in diameter
(Fig.3). Roughness of the SML facets and the substrate planes was
measured to be Rmax-2.2pm in average. The 4-f telecentric imaging
system owing two optical I/Os on the substrate was formed after
combining two prisms using index-matching liquid (Fig.4). The optical
configuration has been designed to minimize aberration within the
image height of 0.8mm, while NA of the light beams is equal to 0.1.
Point sources of the corresponding NA, i.e. focusing spots of an

1) Real World Computing Partnership
2) c/o Tsukuba Research Laboratory, Nippon Sheet Glass Co. Ltd.

5-4, Tokodai, Tsukuba-City, Ibaraki 300-26, Japan
Phone:+81-298-47-8681, Fax:+81-298-47-8693

. .. .. ......
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almost diffraction limited planar microlens array of NA-0.l [5]. were
located at the object plane, and PSFs were observed under coherent
Illumination. The PSFU of l6pm In diameter In average with no critical
scattering were obtained In the 1.6mm square Image plane on the
substrate through the reflection path (Fig.5) as well as through the
transparent path.
4. CONCLUSION

A vertical and horizontal Integration scheme of OBIS has been
proposed and a basic unit of OBIS fabricated by slicing a Selfoc rod
of 4mm In diameter has been examined.

(111 K. Hamanaka, Opt. Lett. 16 (1991) 1222.
[21 K. Hamanaka. Jpn. J. Appl. Phys. 31 (1992) 1656.
[3)1I. Kitano. et al.. Appi. Opt. 22 (1983) 396.
[41 K. Iga. et al.. Appl. Opt. 21 (1982) 3456.
151 K. Hamanaka, et al., Appl. Opt. 29 (1990) 4064.
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Fabrioallm olJnbw Ansys Ikr Opiled Compsting and Swiseblg Sysms

Jose K~ Sasima Robert A. N~ovotny, Martin G. Beckuma
Sonya L Walker. Michad J. WojAi and Stephen J. Hinterlong

AT&T Begi Laboratories
263 Shuarn Blvd.

Naerville IL 60566

Absufrc

We describe a sechniqu for assembling fibet warys as needed in optical computing and phomoic
switching. A US1 way was mmuwafcund with Obe ande to within 1.5 pmn front theiw idea position
and to a pointing precison of 30 umc-minutm.

Optical Aibet bundle arrys awe simple to conceptuailie but theiw fthrication has prome to be difficult
when Wish precision positioning is inqird. Several fatuication tdmique have boen reported in doe
lisenture for ezanple in the q ,oac presented by Mtillerfl a 2-D xay of fibers was mnale by
stcking a -- ber of linear ways of fibets mI m -onI by grooved qzt. flesbsacr were
munefacaned by die precis etching of both sies of a silicon water, and a polishinhg operation was
involved afler polling all the fibers in place. Recently, this echniqu has been med by Damzr,
)IV&le. Zawi, Lminolf, and Schwxidr to asserubly a Obe wary with a maximun positioning aimr of
10 pmn. In anoter effort an aliganeum-frs. assembly technique has been developed by Sasdi, Baba,
and ISO~ whom Aibet end pousioning was accomplished to within ±8 pmrn In this technique an wray
of Aibet sockets with caenming plugs wine mia i-fi-wPIcd so waciev Abet self-centeing insertion
and to expefls assemtbly. Kocpf and Mkyihave repomtd a mciniqu involving warys of
precision holes in ssi e 1 t o insert and loAme optical Aibets with a stmatlad deviation of 126 Pm.
Arrays of prec-sion holes to posd itnAbers have also bee used by BamvaialyM5 uid by Proudley,
Smne, and Whues manufactue Aibet bundles. The insertion of fibers in microferrules and their
stacking to create a 2-D Aibet arty has eae been ,,.li..d with a mean Aibet positioning mmte of 3

A commo feamm of these tchniques is that fibet positioning is accomplished by refaencig the
Abet o a mechanical jig and this limits the ulimm paeision attainable. We considered these
assembling techniques but were not satisfied with thewr inherent erros or the processes involved. Thus
we developed the assembly tchn Iqu i ,1 ha we present which suit our phosonic switching
deveopment. The basic idea mound which ourteclmiq revolves is the high precision mid
individuial positioning of each optical fibet on a mutabiute of large and low precision holes. Instead of
relying on a mnechanical substrate to reference the Aibet we obtain positioning accuray by individually
locatin each Abe core in the correct position. The positioning accuracy is achieved by referening
light coming from doe Mabe core ID a lithographically imadle arry of onutuses or doughnutrs on a
Ouspar glut adsustri Owie a Abe is posiind,= it is bonded in place by curing UV cemnent
aound kil. wearay of holes serves as the foundaetion r the Abet wray, io acieve unifonnity in fiber
pmining and to rsms rwiev the optical fibers.

To aeodie a Abet bundle a hole wamy sa Ia is lied with UV curin cement and an way of
f teIng douglumill is' giiglumered on the top M Pa~ of the hole way. The centering doughnuts face
tho any of holes and we causeed with repect to the holes. The assembly fonned by the hole wray
and caweing dotighis s11i-t-mP is placed on a mimsecpe. Prior to the Abet insertion and aligmunent
sups the Abet costing is s I;IPpe off and the fibers clweavd With fth aid of a Abet nmuuipulator a fiber
is ps @ed and ' mnin1 ftouh the conespondag hole in the hole aray. The light that comes front
the Abet orcmiladsome icanaei meb thsbst ay. ThefAbet cmplvor onthe lower rim of

AR L
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the hole so diot it can be aligned by houizontaily moving the fiber manipulator. Then the fiber is
brought imoo contact webth de doughnut substrate. For this delicate step a psezo-electric driven
mechanism i swed. Once the alignment has been done a pinhole is positioned on top of the fibercr
so only allow die cement in the hole of interest to be exposed so UV light. At this time die fiber
position is verified and then a UV light gun is shone on top of the pinhole to cure the cement and bond
die fiber ID die hole and substaget. This bond holds the fiber in position and also helps to stressq relieve
t Si ed fiber end from the rest of die fiber. Other fibers amglued in asimilar fashion and inan
orderly way to aveid interference between die optical fibers as they are handled and moved under die
hole atrmy substrase. Physical inwtererence between fibers is avoided by slightly bending the fibers
after gluing so that ail the fibers are moved out of the way of the next, fiber. The elapsed time between
each fiber alignment and gluing is approximately 10 minutes Using the technique described we
manufactured several fiber arrays. The most recent one has 32 single mode fibers at 130 nmin a 4x8
array and a'distance of 500 pmn between fiber centers. T1he fiber ends were located to within 1.5 pm
from their ideal position and to a pointing precision of 30 am-minutes.

We have Jvdeieoped a technique for assembling fiber bundle wrays with improved fiber positioning
accuracy. T7he technique does not depend on fiber core concentricity, on fiber dimenisional uniformity.
&r on a final polishing step. Except for the wse of lithogaphy for fabricating die centeiring doughnuts
all the equipment necessary to implement this assembly technique is simple and is easily obtained.
We use active fiber alignment io center illuminated fiber cres P within lithographically made
referencing doughnuts to achieve micrometer precision in fiber end positioning. In addition, the wray
of centering doughnuts makhes the detection of alignmnent errors straightforward and limited by the
microscope resolution. The assembly method as very well suited for the mauifacture of snall arrays
and for die development of optical computing and photonic switching systms where only a few fiber
wrays are required but with changing reluirmnents. Some deawbacks of the technique are the
assembly time required to construct large wrays. and that it takes only one broken or mispositioned
fiber to ruin an entire wtay. 1This howe drawback is common to all techniques. Thus fiber assembly
reliability and yield are important figures of merit to compare assembly techniques. For future work
we plan to automate thee technique to decrease assembly time and increase reliability. We also plan to
manufkactr large fiber arrays. study fiber aray apairabili, dimensional stability. and incorporate
ways of microlenses to match the numerical apernure of die fiber bundles to that of our phosoni
systems.
We would lie to thank A. L. Lentine, Rt. L. Morrison. F. B. McCormick, T. J. Cloonan R. F.
Huisman, Rt. J. Crisci, .0. KProudley and K. R. Taghizadeb for helpful discussions.
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2. U. Dowm. P. Mpfis. IC. ZLJ. Lhi~aff.m. 5,ds~.'o Ig "c~m twodkeei Ibe-umy in sillicto
v-saVs wchiqs.e.Aapwvim Opsik.PbIjiinu Jamftd rUasivmu Ealium. Am Riput 992.
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3515-3516.1964.
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Free-space Multicast Non-blocking Interconnection Using
Multidimensional Multiplexing Concepts

Yaoli,Tmg Wang, ZG. Pan
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A non-blocking generalized switching network of N nodes is the one where each input
can broadcast or multicast its message to any combination of ouqu nodes without e
any internal blocking. In case that one input is to be multicast toj, j < N, outputs the remaining

nodescan still be accessed by any of the remaining input nodes wihut e cg
Nb..ockingn Using this criteria, most popular point-to-point switching networks do not

qualify io handle non-blocking commu for the generalized ag a.lications.
Using the space switching concept a cross-bar network is about the only one which handles
strictly non-blocking general purpose networking. A cross-bar has to use N2 basic switches
making the hardware plemen of a lamge network a very diffcult task. The reduction of
switching complexity for a general-purpose strictly non-blocking network is not possible using
a purely ID switching technique since such a network has to make available, at each of its N
output nodes, all its N input signals so that any output node can independently select any input
signal

In our approach, instead of a purny ID switching the multiple multiplexing techniques
ate used [1]. Her the multiple multiplexing implies that the explicitly multip e signals in the
time, wavelength, or space domain need to be multiplexed oe on top of the other agin. W us
assume for a general k-tuple multiplexed system of N nodes with N = ;ij ;1 _. a&. each has a
unique identity composed of k indices. Since each of the N receiving nodes receives entire
inform from all the i nodes, to select an input at an node, the receiver has to access
each of the k dimensions and to select (by emultiplexing) the Coespodig channels.
Selecting a specific sub-channel in dimension d is equivalent to a compleWr of 0(pd-1), i.e.
the number of basic 2x2 switches is 0(/f-I), and for N users the total switch count is 0(p&-
1)N). TIhus, the total complexity of the network is O [(p + p2 +... + p-k)N. Since all j4
(i =12 ... k) are symmetrical, a minimum complexity will occur when all ;4 ae identical.
Thus, a minimum complexity of kN(Nl)k-l) is obained for 5tj 1A2 = .- - pk- =N)Ik The
overall complexity can be reduced by increasing k, however, since the minimum number of
sub-channels in any dimension is two, no mom than log2N dimensions can be used for a total
of N sigals. Thus, for k = log2 N, the complexity approaches the absolute limit of Nlog2N
which ties the infonnmation kwer bound pointed out by Shannon [2]. Using electronics, a k=2
system (time ad spc)cnb mlmne.Teueo piAlfbe componentssow =g d ,e) cnbe fin. allow Weo
with an addtoa wavelength dimensimo When the fee-space optics is used, angular
dimensin mi two ependicular planes as exta degrees of freedom can be included maling a
k=5 system feasible. One additioal advantage of the mu le multiplexing is that instead of
squeexing all complexity into a single dimension making the system working at its extreme

e ditensio handles is fair shar of switching complexity at is comforable range.
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To confirm the proposed multi-, dimensional switching concept, an N=9,
y 6 win, jT wkdM k=2 system utilizing two mutually

ow) as) orthogonal angular dimensions is
I Opu, e / sketched in Fig.I for its top and side

views. For the broadcast and select
operations, respectively, a 2D Dammann
grating and two ID optical deflectr arrays

M arm ware ewployed. The Dammann graing splits
______UsUsU___ an input beam into 9 angularly encoded

a a ,_0 ,. " - - 2f,, beams and multiplexes them widi the help of
y D" 1- ypIWtUr a spherical lens into 9 spatial spots to be

selectively switched by the two beam
S deflector arrays. The first and second

deflector aays select one out three angles
along the XZ and YZ planes, respectively.

",ee YJ, I this way, instead of using 81 switching
W,) as) states, only 2x9x3 = 54 switching states art

Fsg.l: Top and side view of a ftee-space ico- used. The larger the N, the more savings of
nea usmg doubl ng•uw mulipeing. the switching states.

The angular selective switchina can be implemented using a multichannel A-O deflector
array. Since the number of angular channels is fundamentally related to spatial and
frequency resolution, various technolo-
gical and fumdamental limitations restrict lO"' -"_--:= =:_
the network interconnect capacity. We fw TOO
have perfrmed calculations of limitation
on such a capacity based on parameters •
of the multichannel A-O deflector Fig.2 as 100
plots the network capacity limits due to Q
the A-O deflector's time-bandwidth
product. the grating's space-bandwidth -
product, and the interfacing numerical '
aperture, where the parameters are: 10,'o =
the focal length of the leM;fc, the cen
frequency of the A-O deflector;, , the 0 iI
optical wavelength, z and h, the thickness .

and wi(th of the transducer of each 106
defle , and s, the spacing between two 0 1 2 3 4 5
consecutive deflectors. More than 32 Channel Spacing (mm)
angular channels can be used in each
dimension making a system Figl. Inteamienect citlimnitduetofWunmmml
interconnecting more 1,024 nodes & tInoc cmurais
possible.

Experimental verification of the proposed k=2 system was performed using two 8-
channel TeO2 A-O deflector arrays fabricated by Brimrose [3]. In the proof-of-principle
experiment, the N-64 system was buil and tested. Expeqimental conditions and results will be
presented at th confemce.

[1] J. Shamny, T. Stern, and Y. Li "Universality of the multidimensional switching
networks," IEEEIACM Tran. Network, submitted.

[2] C. E Shannon, "Memory requirements in a telephone exchange," Bell System Tech. J.,
29 (1950) 343-349.

[3] Y. 1I, et al., "Mir.imum complexity free-space optical nonblocking networks for
multicast interconnect applications," Opt. Lea., 19 (1994) to appear.
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Parallel optcal networks : interconnection patterns, hPysical
modellin2 and characterisation.

S. Kocon, P. Churoux, M. Fracbs, J.P. Bouzinac, D. Comte, N. Hifdi, J.Y. Rousselot.
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2, avenue Edouard Belin - B.P. 4025, 31055 TOULOUSE CEDEX
Tdldphone : 61.55.71.05 - T6lcopie : 61.55.70.74

We discuss interconnection networks applied to a general parallel computing architecture. Several criteria enable
us to choose a specific network. An optoelectronical system, is proposed. We present an optical model and the
corresponding experimental results.

Photons and matter-photons interaction3 are used in communications, interfaces and processing
inside digital parallel computers. Parallelism involves a great number of elementary processing
units (PEs) working together. Communications between these PEs or to the external world are
primordial for the global efficiency of the computer. For a given number of PEs, communica-
tions have an influence on the data flow and the degree of freedom which is necessary to
implement a suitable interconnection pattern.
A theorical analysis of different types of interconnection networks and the experimental results
of a particular N2-- N22 network are presented. In such an architecture, the applications which
can be supported may be as varied as data base, image and signal processing, matrix operations.

The needs of data movements required by these applications enable us to extract a communi-
cation kernel : we discuss its compatibility with free-space optical technology. According to the
optical SBWP (Space Bandwidth Product) parameter, a bidimensional optical multistage in-
terconnection network is achievable even if the degree of parallelism is high. Moreover, one
system performs all wanted communications. Multistage network is composed of several stages
of fixed long link patterns combined with dynamic short link patterns (the switch element ar-
ray). In our approach, the fixed long link patterns would be optical and the switch element array
would be implemented with electronic technology which is efficient for neighbouring
connections.
Different attractive patterns of multistage networks are compared according to the following
criteria: to minimize the number of crossing through the network for the desired

communications;
_ to achieve the global reconfiguration with a SIMD process i.e. a single
instruction configures all switches of a same stage.

The classical multistage networks for our applications seem not to respond to our need, so we
have developed a specific one. It is a bidimensional Omega / shuffle-exchange network with
additional neighbouring connections between nods in a same stage. For N2 inputs, it consists of
log2(N) stages with all same fixed long link pattern corresponding to a bidimensional perfect
shuffle.
Different network architectures were considered depending on:

_ the network configuration process;

_ the alternative between a implementation with log 2(N) same physical stages or a sin-
gle physical stage implementation.
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We compare the different networks accor-

2D PERFECT SHU ding to the following parameters : the
network configuration time ; the data trans-

Sfert time ; the number of optical connections.
c We take also into account the capability of

the network to be bi-directional as opposed
to a mono-directional ring structure. We
have finally chosen the architectural option

S4 vr wm h including a monostage N2-+N2 network and
Sdml m u ~a network configuration process using a

fixed broadcasting 1-+N2 network. In this
option, PEs are interconnected with an elec-
trical mesh network so that they simulate the
switch element array. Optical 2D perfect
shuffle network and the optical broadcasting

SI-1-+N 2 network are connected to the proces-
sing unit array (see figure 1).

Figure I1: our selected architecture. After this, we will discuss different optical

means which allow to implement fixed long link patterns. Our goal was to estimate the deflec-
tion limitations of these different tecnics and verify if they are able to produce a highly parallel
2D perfect shuffle pattern.
The interfaces between the N2 processing units and the optical fixed long link pattern is com-
posed of source and detector arrays. The emitted beams are supposed gaussian and they are
collimated and focused by microlens arrays. Refractive and Diffrative optics are possible to
perform the needed deflections : a microprism array ; a micrograting array ; a CGH producing
both the deflection and microlens functions (example, shifted Fresnel microlens).

We have analysed theoretically the deflec-
- nhc "OWM tion function based on a microprism array

Way Ml a-:ay N and implemented an experimental setup to
• -validate this concept. The experiment,

described in figure 2, consists in:

PV-- a pigtailed laser diode with a fiber core
SOd k 0-:r 2 diameter of 5 pm to simulate a VCSEL

... (Vertical Cavity Surface Emitting Laser.. ..... ---------id i o d e ) ;

S.two 103x103 250 pm diameter micro-
lens arrays;

a glass flat which can be rotated to si-
Figure 2: basic experimental bench to study the mulate different angle prisms;

deflection system using a microprism array. _ a CCD camera for detection.

The experimental results were in agreement with the theoretical model. The theorical results are 4
cheering and show that a 256 x 256 perfect shuffle network could be done.

We have presented results about a deflection system using microprisms. However a refractive
microprism array having a particular angle for each elementary prism seem not to be easy to
produce. Diffractive elements will probably be more compatible with planar electronic inte- 4
grated technology.
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Abstrct: We present the design and implementation of an optical ring array free space
interconnect. The system was successfully operated at a data rate of 500 MHz and with a total
system throughput of 8 Gbps.

Sumumary: Electronic Di - 2 n have been recognized as the bottlenecks of high
paformance computing systems. Because of their 3-D nature and their matched impedance,
optical free space intmmects are the best alternative to electronic counterparts. Massively
Parallel Machines (MPMs) require that the interconnect latency between processors be kept as
small as possble. For this purpose, we have developed optical interconnects using ring
topologies [I].

The principle of a Nearest Neighbor ring topology is depicted in Fig. 1. Fig. I(a) shows a NN
interconnect based on a rectangular grid topology. The major problem is that the interconnection
length between procesor is not the same on the bounday as in the central region. This unequal
inte length will cause system latency. The problem becomes severe when the total
number of process is increased. By arranging the processors in a ring as shown in Fig. (b),
this boundary effect can be eliminated. Other rectangular grid topologies such as PM2i and
Hypercube, can be implement in a similar fashion. In addition, operatio required by the ring
topologies can be implemented by performing simple image rotations.

Our experimental system is shown in Fig.2. It consists of a data generator, an input ring
assembly, a four-channel free space interconnect, and an output ring assembly. The input ring
assembly consists of 16 laser transmitters; each being individually modulated by a 500 MHz PN
data sequence generated by a data generator. In the four channel interconnect, each channel is
designed to perform one of the four operations required by the NN interconnect. To demonstrate
channel switching operations, Liquid Crystal (LC) switches (sl-sS) were employed in each
channel. A single GaAs receiver was employed at the position of the output ring assembly. Data
sequences for the four interconnect channels were received sequentially by setting the proper
state of each LC switch. The received data sequence was then compared with that of the input.
The experimental results showed that the data sequences corresponding to the NN interconnect
were received correctly for all 16 transmittem We also demonstrated that other topologies such
as PM2i and Hypeube can be implemented by performing different rotation operations. This
novel interconnect, using space invariant optical elements, having identical interconnect latency,
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and allowing network recontigurability, will be suitable for high speed Massively Parallel
Machines much as SIMI) machines.

3d-
[lJ Y. Li, B. Ha, T. Wang. S. Wang. A. Katz, K J. Lu, and E. Kantcrakis� Ring-array
distribution topology for optical interconnects," Appi. Opt. 31, 5548-5558 (1992)
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Fig.3 Experimental results of the Nearest Neighbor interconnect. The pulse width is 2 ni. (a)
corresponds to i-N terconnect; (b) corresponds to i+1 interconnect; (c) corresponds to i-4
interconnect; (d) corresponds to i-i interconnect..
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ABSTRACT

The advantages of a spatial light modulator based system for reofgrbeoptical
inteconectonsin parallel processing applications at discussed. The design of the system and

experimental results wre described.

L. ENTRODUCTION

optical Inecnetoshave manny advantages over electroaic connections in computing and
11- nicaionIn adldition to thes advantages a degre of 1 grwammability of the optical

interco nrnecins can pwuvide further benefits. In this paper we concentrate oni interonne-in
in optical computing systems using nemati liquid crysta spatial light modulators (LC-SLMs).
These device have been chosen for thei low cost, easy availability, and -traghtforwad

cofigurtion by inerflacig of the drive electronics to host computers.

2. ROLE OF RECONFIGURABLE OF17CS

Reconiuae interconnections have several advantages over fixed' nwectostagies. In
particular they allw the nuximisation of the perI-nanc gains of non-local optical

I -* ( 1 ] over a range of algorithms inherent in practica imag processn tasks
They may also, be used to provide acceleration of indi~vidual algordihms by chaniging the
pJOceso Mntecnnectio harness during rnm-tim of a progrm.

We hav investigated how inr -MGgo-nfiturab; interconnect nay be employed ove a smA rang of
tasks including inug correlation noise removal and enhanceent,- FMs and sorting. In this,
studywehaveused suchintercnnetsas wehaveexprimatil configuredincluding newes
neighbour, next-neares neighbour, impg dilation and various sufeconnectons. In particular
we have built a set of optimised tasks which nmy be epcted to run on our own demonstrator
hardware containing a rkonIgurbl plane Ibis enables us to generalise the functionality of
our optical processin module while maintaining the performance advantages of the optics
thus inrausinig the overall performance of the system. Nwmical reslt obtained by simulation
Of our Mr cnfigrablemI archiaisoture on a distri'buted way Processor (DAP), allow cmaio
with non-reconfigurabl computing schenms.

.3. DEMONST7RATION

Optical P ini - may be classified into two categories: space-invariant and space.-
variant. Although both of thos have usefu applications, the latte is highly desirable because
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of its ability to implemnn arbitrary *interonnecion We have already demonstaed fan-out
beam way generation with a multi-leve phase LCSLM [2 ] as well as a dynamic perfect
shuffle interomnnection [3 ]. The present system, although limited to binary phme modulation,
ues a LCSLM with higher resolutio and smale ixe size than the previous devie. The pixel
size of 31pm is currently the maUlest available for this type of device. In comparimn to the
ninimum feature size of fixed holograph intrc nectos manufacted by lithographic
techniqvies, this is relatiwly large. The larg Pixel ame hmzt the design freedom of the phase
parn as well as prducing a Smnll dfraction angle. The consequences for the physical design
of a sysem have viously been disued [3,4 1.

We shall present results of various in-teronnection topologies which have been implemented in
the reconfig le optical system [5,6]. Ihese topologies include simple fan-out in 1
dimension, nearest neighbour nterconectn nonlocal interconnections and array genoratin.
InTerconnection topologies such as these are required for various parallel and imagp processing
algorithms We shall discuss these algcxithms and describe the advantages obtained by
providing a degree of pogrammability of the interconnects.
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ABSTRACT

A optical package of reconfigurable free-space optical interconnection
switching network for multiprocessor system has been presented. A separated
(2,2,2) node switch type consisted of two space light modulators SEEDs is
presented as nodes of network system,. Optical module of one stage in optical
switching network of 8 x 8 channels is demonstrated and tested.

Key Words: Optical computing, optical interconnection

SUMMARY

The interest has recently grown in reconfigurable optical interconnects
and optical switching networks for multiprocessor and telecommunication
system.[1]-[3] There are three free-space interconnection multistage
networks for reconfigurable optical interconnection network, such as
Crossover, Omega, Banyan network. We adopt crossover network as
reconfigurable optical interconnection network for multiprocessor. The
optical system of switching network presented in this paper comprises of
optical package of Log 2 N ,which optical system have same hardware components

except different period of primatic mirror arrays. The optical package of
each stage consists of 4-levels phase Fresnel lenslet arrays (F) , prismatic
grating mirror arrays (PG), the beam splitters (BS), the quarter waveplates,
self-electro-optic-effect devices of electronic addressing(SEED) devices,
and testing arrays , as show in Fig.1. The optical system based on the
principle of focal plane imaging. The phase Fresnel lenslet array is used as
the generation of light spots array which split one collimated laser beam
with homogeneous distribution in some region into light spot array on the
focal plane. It is also used as imaging lenslet array to imaging the light
spot of each channel on each mesa of SEED and testing array substrates.

A switching network comprise of both link and node. A optical crossover
interconnection network have Log 2 (N)+1 node stages with N/2 node and Log 2 N

optical link stages with N links. The optical hardware of node stages is
the first module in Fig.1, which includes F1 ,BS 1 ,SEEDI,and SEED2 . A

separated (2,2,2) node type of electronic address is presented for node
switching of the system, as shown in Fig.2. In optical system, the input
image is separated two image copes by BS 1 . Each channel of one image copy is

controlled by SEED1 of electronic address to yield the straight connection.

The other copy is controlled by SEED 2 to yield crossed connection. The SEED1

and SEED2 are operated at the nornal-off state, or the normal-on state . The

connection type of a pair of input and output ports are decided by electronic
signals applied on pixels of SEED1 and SEED2 . The optical hardware of link

9 9
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stage is implemented by the second module in Fig.1, which consists of F2,

es2, )N and PG. The straight connection is implemented by the route of

F1 -BSI-SED 1 -MS1 -7 2 -BS 2 -N - 2 -D. The crossed connection is implemented by

the route of F1 -3S1 -SE3 )2 -B8 1 -F 2 -BS 2 -PG- BS 2 -D. The testing signals are used

as O/E converter for cascading electronic addressing signals of SEED3 and

SEED4 in the next stage.

Based on the architecture detailed above, we fabricated an optical
package of one stage in reconfigurable free-space optical switching nftwork
of Wx8. All channels of 8x8 are arranged in the size of 3.2 x 3.2 = when
the space between adjacent chaniels is 0.4 as. But the size of optical
package body is 35 x 30 x 15 = . It can contain 32 x 32 data channels to
travel through. Due to focal length of phase Fresnel lens can be made very
small, the design of optical system is very compact, in which the optical
components in the first and the second modules is fixed by optical glue.The
efficiency of 4-levels phase Fresnel lens array is about 63 Z. The insertion
losses of optical switch devices SEED estimated from the measured, the
reflectivity of high state are about 1.5 dB . The switch time of SEEDs are
about 10 ns, when they operate in normal-on state. the response time of
testing array is about 2 ns. Some basic system operation were carried out on
the optical package. A data packet which includes 8 bit of data is
transmitted through one optical package of interconnection network from the
input port to the output ports. The four-functions of the straight, the
exchange, the upper broadcast and the lower broadcast of (2,2,2) node
switching in optical interconnection network are implemented by SEED
devices. The output signal from testing array are used as the input signal of
the next state for cascading when input laser incident on the mesas of SEEDs.
Since SEED device is the space light modulator of electronic address, so the
interconnection state is controlled by electrical signals during the system
operation, the processors can use more efficient. Optical package is very
stable and reliab and is very easy to adjust. The optical package of
reconfigurable free-space interconnection switching network suited for very
high speed operation system.

Reference
(11 T Sakano et al Appl Opt., Vol.32 No.20 pp. 3690-3699 (1993)
[2] T.J.Clloonan, et al, Appl. Opt.,Vol.31, No.35, pp. 7 4 71- 7 49 2 , (1992)
[3] Mingcui Cao, Hongpu Li, Fengguang Luo, Ai jun, Vol.32, No.33, (1993)
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Fig.l, The optical system of one package Fig.2,A separated (2,2,2) node
in reconfigurable switching network. type of electronic address.
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Aibtrct 3 A Reconliurable Fee-Space Network
Our proposed optical network is based on yev-

We presents 64-port, free-apace network proto- eral basic principle and observations on the needs
tWe, WiA Communication rMtes of greater then 1 and possible tradeoffs of an optical MPP network:
Gbit/Sec per port. Using today's tecnology, our 1) 'Logic-Lme" optical operation: Optical tech-
network scales to thousands of ports andis usefl nology is used for point-to-point high bandwidth
for massively parallel csin architecture connectivity and not to do dynamic routing or ar-

I Introduction bitration.
The interconnection network plays an impor- 2) Distributed Layout and Control: No centralisa-

taut role in the overall performance of parallel pro- tion in terms of one common element (e.g. a lens)
ceming systems. Optics has been suggested as a or active device (e.g., one array of VCSELs). No
potentially superior technology over electronic, for central arbitration and control is needed. The op-
interconctin thousands of processing elements tical network scale in proportion to the number
(PEa) in a massively parallel processing system of PEs (although for practical reasons, one would
(MPP). In an MPP system, a PE may be built choose to use fewer, but larger active devices such
around a state-ofthe-art, oaf-the4felf processor as VCSELs arrays).
(Digital "Alphae, MIPS R4400, etc.). To serve 3) Recong tion is not needed very often as
the interconnection needs of today's and near fu- many parallel application exhibit switching local-
ture processors ('Intel 2000 CPU*), that are being ity: i.e., a PE will only need to communicate with
and will be used for building MPP systems, a high a small number of other PEs for a period of time.
performance network is needed. Such processors, Choosing between theme PEs can be done by the
having a performance rate of one to two thousands electronic switches that acts as Ointerconnection
MIPS (million instructions per second) on words of cache' to the initial reconfiguration of the optical
information that are 64 to 128 bits long, generate network.
a total throughput of 128 to 256 Gbit/Sec. Not all 3.1 F C Newk
of this traffic needs to be handled by the network.
A fraction of this (e.g., 10 GBit/Sec per PE) may
cause difficulties in large systems with thousands n x m r x r
of PES. I 1
2 The Quest for the Ideal Network n

A network can be characterized by several pa-
rameteis: Number of ports; bandwidth capacity 1 2
per port; the network's structure; latency delays: n
from one port to another, without arbitration (i.e.,
circuit switching or reconfigurable mode of opera-
tion); and roting sad switching delays (caused by
arbitration and other traffic specillc imes, such as r
blocking, and also depends on the network struc- n -

ture). PEs
It is generally accepted that for large networks
(thousands of ports), optics is better than elec-
tronics in proiding high ba•nwidth omnections.
However, it is also commonly accepted that today, Figure 1: A folded three stage Clog network.
optics camo compete with electronmis r Sgenra
purpose procesing because of higher coat and the Figure 1 presents the structure of our network.
immaturity of the optics technology. The middle stage is the optical network, made

• . ... :. . . i . .. , , . . ..
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of logic-lm' switches (reconugurable or circuit-
switching operation) using VCSE1s wrays. The
fAt and third stag. (folded into one) ae made of
electronic, small crosbar switches.

Such a network can be used to map parallel ap-
plication that have switching locality. We have in-
vestigated the mapping issue previously and came
to a conclusion that many classical cmmuniction
patterns (such as trem, 2-D and 3-D mashes, by- -- -'"w P&
percubts, pyramids, mesh of tress etc.) as well as
non-symmetrical communication patterns can be
well embedded in our structure.
3.2 Mapping and Zmnbedding

Figure 2 is an example of the embedding of Figure 3: System View of the Optical Network.
a tree into our network. Note that the cluster-
ing mean s that nodes in the sam cluster will be trical connections for the VCSELs arrays to be
mapped to boards that share a common small elec- usdOrpotyeinaexmlofheoeentronic crossbar switch. The connections between used. Our prototype is an example of the foreseen

ltroniecrossbare switc. Te e con nections betweeop n maximum needed (i.e., 16 connections per VCSELsclusters are made by reconfiguration of the optical array). We anticipate fewer electrical connections
middle layer of the Cbse network, in future VCSELS arrays. Such devices can be

2 made as an X-Y matrix or by embedding an "H-
.Tree structure to control each sub-division on the
array for each PE. The "leaves" of this H-Tree
structure end with individual VCSELs that are se-
lected to illuminate. By selecting a certain VC-
SEL, the connection to that corresponding Board,
can be made by the optical layer of the Cls net-

S 4 3 twork. The number of high bandwidth connections
5 that need to be made to the package of such an

array, will be limited to at most 16. In addition,
Figure 2: Embedding a binary tree into folded low speed connections used for choosing the ap-
Clos. propriate VCSEL in each sub-division are needed.

These are low speed connections since the reconfig-
4 System Overview uration is expected not to be done very often. One

Figure 3 represents the overall system view, important issue to address is that of the power
PEa are groups into boards, each having a fast budget. Currently, we have employed -variable
electronic crossbar switch. Boards are arranged efficiency" holographic elements to maximize the
into columns that are connected using optical free- power available. In addition to this, it may be nec-
space multiple buses. Each board can be connected essary to add amplification or regeneration of the
to few other baords (8 to 16). The selection of optical data, in certain location, for A high band-
these boards is done by reconfiguration of the op- width and low noise communication. We plan to
tical interconnections. This mode of operation w look into such problems in the future. We will
useful in many parallel application. that exhibit attempt to build part of a larger network for con-
switching locality or/and have "phafse of compu- necting thousands of PEs and with bandwidth of
tation with specific interconnection topologies. 10 GBit/Sec per channel.

We used VCSEL. arrys that are arranged as 6 Summary
8 x 8 devices with access to each one of the VC- We have presented the system structure of a
SELs individually. Such an sceem is not needed prototype for an optical interconnection network to
for our architecture, but these devices where avail- be used for MPP architectures. Our system bene-
able off-the-shelf. By having acces to individual fits from the high connectivity and throughput op-
VCSELs, we could used only four 8 x 8 devices tics can offer while limiting the processing needed
that are subdivided into 16 separate sones each for routing to electronic technology Many parallel
having 2 x 2 devices. Thus each PE can reconfi- applications can use such a reconfigurable network
ure its subdivision to connect to one of the other as they naturally exhibit switching locality in their
3 boards communication needs. We hope to extend our sys-
5 Scalabilbty and Future bones tem in the future to accommodate thousands of

Future systems may have larger numbers of PEa in a multi-Gigabit/Sec channels.
PEs. One critical element is the sie and the elec-
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Abstract

Reconfigurable optical intercornections by using double phase conjugate mirror in
photorefractive BiTjflOi crystal are demonstrated. Phase conjugate wave reflectivity up to
7% and with a response time of 5 seconds upon pump intensity I mW/mm 2 was obtained at
X = 632.8 nim.

Summary

Photorefractive crystals (PRC) have been proved to be significant in parallel optical
information processing owing to their real-time, high density, recyclable volume holographic
recording and phase conjugation. One of the most promising and interesting effects recently
discovered in PRC is double phase conjugation of mutually incoherent pump beams. For the
PRC illuminated on opposite faces by two pumps, two independent counterpropagating beams
build up, originating from the beam fanning. They give rise to a common grating, which is
reinforced by positive feedback and finally results in the presence of a pair of phase conjugate
beams through a cross-readout process'. This double phase conjugate mirror (DPCM) can be
used as reconfigurable interconnections between two sets of fibers2. As an example,
interconnection between one fiber and a set of three fibers is shown on the Fig.l. Light
emitted from the fiber (Input 1) is focusing by the lens 1 on the PRC's face. At the same
time, the light emitted from the set of fibers (Inputs 2-4) is focusing by the lens 2 on the
opposite side. After a response time r, common holographic grating is recorded in the PRC,

optti@e 1

"" Input 2 • .=='"
I• "::.. • Input 3 '

::. *injm 3 laput 4 "

Input 1

Fig.1 3•: 3423 32
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poducing a pair of phase conjugate beams, which are automatically introduced into the fiber
from one side and into the set of fibers from the other side. Phase conjugate beams can be
extracted by using beamsplitten BS. Therefore, the signal from the Input I achieves all the
Receivers R2-R4 and the sum of the signals from the Inputs 2-4 achieves Receiver RI. In this
example the Input I is interconnected with all three Inputs 2-4. Interconnections can be
simply changed by introduction of light only into two fibers 3 and 4, for example. In that case
after the response time %, a new common holographic grating will be recorded in the PRC
and new interconnections between Input I and Inputs 3,4 will be established.

Experiments were carried out on a fiber-like Bi12TiOD ("TO) samples. This crystal
belongs to the same stnrctural class (sillenite) as Bi,2SiO&. However, BTO has larger electro-
optic coefficient and lower optical activity compared with other sillenites, and is more
sensitive compared with BaTiO3 and SBN photorefractive crystals. The fibers were cut out
from the bulk crystal along the [I10] crystallographic axis and were glued between two
electrodes 3. Their length is 8-18 mm, and they have rectangular cross-section with a size of
approximately I mm. A bipolar alternating electric field of square-wave form was applied to
the fiber to improve its enhancement coefficient. Four longer faces of the fiber were optically
polished, but end-faces were slightly grounded to produce a scattering of transmitted beam
into the angle of approximately 4 degrees. It was especially made to introduce pump beams
of complex (speckle-like) wavefront into the fiber, that allowed us to avoid conical
degeneracies in the Bragg matching angle on a given volume grating4 . Two independent
linearly polarized helium-neon lasers () = 632.8 nm) were used to pump the BTO-fiber. The
input polarization angles were chosen experimentally to produce as high phase conjugate
reflectivity as possible. The fiber axis was tilted in respect to the pump beams (as shown on
the Fig.l) providing at least one internal reflection for any pump from fiber faces.

Upon these experimental circumstances, the efficiency of transferring the pump beam
into the phase conjugate beam up to 7% has been measured in our fiber. Note that the
refractive index of BTO crystal is rather high (no = 2.58 at X = 632.8 nm) introducing big
losses of light because of Fresnel reflections. Hence, the end-faces coating of the fiber by
antireflection layers could increase the PC reflectivity at least twice. The response time T is
inversely proportional to the intensity of pump beams, and was measured to be 5 seconds for
pump beam intensity of I mW/mm2. We succeeded to obtain phase conjugate beams of com-
plex images with spatial bandwidth up to 50 lp/mm.

Single crystal photorefractive fibers have several advantages compared to the bulk
crystals. They can be assembled in a variety of configurations, isolating each stack of
interconnecons from other stacks in adjacent fibers. This can provide realization of great
amount of interconnected fibers with a possibility of independent reconfiguration of different
groups of them. Moreover, photorefractive fibers are easier to grow by using the Laser Heated
Pedestal Growth Technique, that possibly diminishes the price of DPCM elements.

References:
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2. S. Weiss, M. Segev, S. Sternklar, and B. Fischer, Appl. Opt., 27, 3422 (1988).
3. A.A. Kamshilin, R. Ravattinen, H.Tuovinen, T. Jaaskelainen, and V.V. Prokofiev,

Optics Comm. 103, 221 (1993).
4. M. P Petrov, S. L. Sochava, and S. L Stepanov, Opt. Len. 14, 284 (1989).
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A compact holopaphically routed optical crowbar-using a ferroelectric liquid-crystal
over silicon spatial light modulator.

D.C.O'Brien, Douglas. J. Mcknight, Optoelectroaic Computing and Systems center, Campus Box 525,
University of Colorado, Boulder, CO 80309., USA. (tel 303 492 3330)

Abstract
A holographically routed crosbar interconnect is currently under development, using a ferroelectric

liquid crystal over silicon spatial light modulator as a programmable hologram. Results of simulation
and experiment are presented and the potential of the technique discussed.

INTRODUCTION
Rooonfigurable free space interconnects have wide application in optical computing and information
processing, and crosbars are a well known means to implement them: All inputs are connected to
all outputs and unwanted routes are blocked. For an N channel switch this approach has an intrinsic
No fan-out los. A programmable hologram can be used to replace the fan-out optics and blocking
component, creating a dynamic fan-out element to steer the light to the desired output port [1]. This has
the potential to remove the fan-out loss in shuttered geometries, and create interconnects with analogue
weights using a binary device. Ferroelectric Liquid Crystal spatial light modulators (FELC SLMs) have
a robust binary phase modulation scheme [21, so that a binary phase grating can be written to the SLM
to create the dynamic fan-out element. In this paper we present design calculations for a 16 input 16
output holographically routed crosbar interconnect, and preliminary results for individual component
performance. Full results for the system will be presented at the conference.
OVERVIEW
Figure I shows a schematic of the crosbar geometry. The 16 channels are arranged as a 4x4 matrix,as
this makes full use of the aperture of the optical system. The SLM is divided into 16 regions, each of
which is illuminated by one of the 16 sources. Each region displays a particular base hologram, designed
to steer the illuminating beam to the correct output port. There are 16 base holograms, each routing to
a particular output port: to route from port I to port 16 the correct base hologram is placed in front of
source 1.

We are considering several different sources for the crossbar: The preferred option is a vertical cavity

SLK mWd a suy pm made
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Figure 1: Schematic of holographic crosbar

surface emitting laser array emitting at 840nm , although control of polarisation acrass the array appears
difficult.

The holograms are replayed on a 256x256 liquid-crystal over silicon spatial light modulator (SLM)
[3] with a 21.6pm pixel pitch. Each hologram is 64x64 pixels and is created using a simulated annealing
technique [I]. They are designed to route to a 2x8 Silicon photodiode array which forms the output of
the crosbar.

The output plane is a 2x8 array of Silicon photodiodes fabricated in a 2pm n well CMOS process.
These have a 200prm square active area on a 250pm pitch. The circuits have on board thresholding and
CMOS output levels.
SIMULATION
The crosbar faile when the power received at a detector which is supposed to be off is greater than the
lowest power level which should be detected as a one level (the detector threshold). In a holographic
crosbar this is mainly caused by the holograms 'scatttering' light, which creates a uniform noise level
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Figure 2: Performance of bearnsteering holograms

over the detector plane. As more holograms are illuminated this level can build up and cause the switch
to fail. In operation the outputs can either be illuminated or dark, creating a finite number of switch
states, which can be simulated. In this case the worst case simulated crosstalk (highest off/lowest one)
is 0.16, showing the crossbar should function with good noise margin.
MEASUREMENT
Holograms were calculated and replayed on a 64x64 pixel region (corresponding to a subhologram) of the
SLM to test the performance of the device. A collimated beam (A = 833nm passes through a polariser and
illuminates the device.The reflected wave is Fourier transformed with an achromat and pases through
an analuyer. Polariser and analyser are rotated to create binary (0 and v) phase modulation. A grating
in created by setting alternate rows of the SLM to opposite states. This should have no central DC spot
in replay if the device is binary phase, with two adjacent bright spots. The measured ratio of the bright
spots to the DC spot is 33.0 + 1.65. This compares favourably with other ferroelectric SLMs [1-2] and
indicates the SLM is operating close to binary phase. In this configuration approximately 2% of the power
is diffracted into each peak (excluding external losses), compared with a theoretical value of 40%. It is
interesting to note that a similar shuttered crossbar would have an intrinsic transmission of 6% before
real losses are taken into account- only a modest improvement in device performance is required to reach
this figure, and large improvements are expected for a device with a liquid crystal layer optimised for
t 3 Wavelength.

Each of the beameteering holograms was displayed on the SLM and the ratio of peak intensity to
uniform noise intemity measured. Figure 2 shows a comparison of actual and simulated performance,
and a contour plot of the replay of all the base holograms. The variation in simulated peak heights is due
to the envelope caused by the pixel transmission function, which should be sinc4 if each pixel transmits
uniformly across its area. In reality the function is more complex, which creates measured peaks which
are actually more uniform than predicted. The ratio of the spot intensity to the noise level in the holo-
gram was measured for a representative hologram and was 37-10 dB. Together these results mean that
the interconnect should function with a high noise margin.
CONCLUSIONS
Preliminary results indicate high quality holograms can be generated with the SLM device and that the
crossbar should function with good noise margin. Overall transmission through the interconnect can
be increased beyond an equivalent shadow routed crossbar with only modest improvements over these
preliminary results, showing the potential of the interconnect and SLM device.
REFERENCES
(l)D.C.O'Brien, T.D.Wilkinson, R.J.Mears and W.A.Crossland. Dynamic holographic interconnects that
use ferroelectric liquid-cuytal spatial light modulators.Applied Optics. to be published.
(2)S.E.Broomfield, M.A.A.Neil, E.G.S Paige and G.G.Yang. Programmable binary phase only optical
device based on ferroelectric liquid crystal spatial light modulator. Electronics Leffers,28(l):26-27. 1992.
(3)Douglas J. McKnight, Kristina M. Johnson and Royhnm A Serati. Electrically addressed 256x256 Liq-
uid Crystal on Silicon spatial light modulator. Optics Letters,18(24):2159-2161. 1993
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Optical interconnect using pixellated spatial light modulators

S.Heddle, J.Gourlay, S.Samus and D.G.Vass
Applied Optic. Group, Department of Physics and Astronomy,

The University of diburgh, The King Budia , Mayield Road, Edinburgh EE9 3Z
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Abstract

Two approaches to optical interconnect using pixellated spatial light modulators as reconfigurable difra.
tive optical alemod, ae pressnted- me sana cal usng a low resolution SLM, the other usng smulated
annealing and a state-o&the-art s@Ml backplan device.

Summary

An analytical approach shows how ample switching may be achieved using a low resolution SLM.
Previous work 1 has shown that the delta-function-like spikes in the power spectrum of a pixellated filter
which give ris to the replication may be attenuated or removed by selection of a specific pixel pitch:sise
ratio, and introduction of a spedfic pixel position randomisation whme which applies a displacement
of the p- centre from its regular position. This generalises the expression for the power spectrum of
the Fourier plane filter (2(,0)12) with all pixels 'on' to

(It¢aw)I') = IP(au)13 x Q2 ,i - Ip�(a)1 g)I 2+ ,in a.v • s .n I , V 2WI ,1 (1)

where P(z, y) is the Fourier transform of the single pixel transmission function, p(a) and P()a
the Fourier transform, of the pixel position probability distribution functions, a is the pitch ci th
underlying regular array, and the array consists of Q x Q pixels. The spectral orden are placed at
(,/c, rn/a), n, in = 08*,+2,.. With squar pixels of side a/2, P(u, V) = Jýýsinc'(f a, f v) which has
seroes at the positions of all the even numbered spectral order. other then the sero order. Further,
choosing p(s) = cos(-Efs) and p(y) = cos(Ifp), we find that the allowed displacements of the pixel
from the regular position ae such that each pixel can take oae of four allowed posti m an a X a
square, (figure 1) and most importantly the odd numbered spectral orders in both a and p directions
are eliminated by seroes of p(a) and p(p). If however we retain periodicity in either the a-direction
(p(a) = 1) and/or the y-direction (p(y) = 1), the first orders on the respective axes will remain. The
power in the attenuated orders is redistributed into a diffuse background - 1/Q 2 times the sero-order
intensity (- 0.4/Q 2 times the first order intensity).

Thus a means exists whereby information can be routed via certain of the first order replicas, depen-
dent oan the distribution of the transmitting subpixel in each cell of the array. Figure 2 helps illustrate
this.

0 __91&dded

e,11 .'.)-.-- • ----- ---------

Figure 1: a) Possible pixel positions within a x a cell. b) A resultant 1ixiO array Of pixels

Using a x6ziG SLM a 2x2 block of pixels could be used to codeach of the a X a cells, giving an SX8
arwy of cells with one pixd 'on' in each cell. The SLM would be Capable Of routing 8WS pixel aWra when

used in the Fourier plane of a 4-f rtical processor, offering the benefits Of parallelism and a modest
degree of hima fanout. The 'on' frst order replicu have the ame intensity regardless of whether there
are sero, two or four of them (to a good approximation): this would not be the case if the routing were
achieved simply by writing stripe patterns on the SLM to approximate diffraction gratings.
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Figure 2: Selective removal of AMUain to pwnvde "selciv~e fanout/rontig
mane usef adaptive optca Moctio may be achieved using binary phase Computer Oener-

ated Hologram. (C03s) diplayed. an SLMs. A very attractive generic type of SLM is the Ferolecktric
Liquid Crystal over Very Lapg Scale Integration (1WC/VLSI) SLM'. lids device has0 & PLC cell fab-
ricated cn top cfia custom designed VLIM sificon backplane. The backplane contains an UMatra opiel
Memory elements, p- nmiror and addrmmig circuitry. The controllable piunl in the SLM modulate
the relative phase by exactly o ot w due to the switchable uniaxial nature of the PLC structure.

Figure 3: An 8 x 8 holographic interc01nect from2 the SLM
Figure 3 shows an 6x$ array of spots geneated using a COX displayed on a 176x 170 PLC/VLSI

SLM. The d~c. spot is very bright due to the low pimel fill factor, inherent in backplanes fabricated
usmg commercial s@Meco processng with the microcircuitry located around the mirrors. The mirrors4
are fabricated, at present, lusing a standard VLIM aluminum metal layer. This layer is deposited with
electrical conductivity, rather than optical flatness, as the main criterion. The mirrors are not optically
fAt and hence scatter liHt to give manois n the reconstruction. The rough surface proffile of the mirrors
also prevent uniform high quality alignment of the PLC over the array.

Planarisation techniques may be used to overcome the problems associaedwinth the VLSI fabricated
circuitry and mirrors by burying the beneath a polished, dielectric 111lm, depositing high quality metal4
minors on the surface and providing small interconectio vwa through the dielectric layer between the
original and new metal layers4. This prcssing is expected to increase the reflection effictenqy of the
devices by -bout a fatrof 2 and increase the fill factor to nearly 100%.

The improvements to the SLM perfmormnce will be presented, and comparisons of expeimental and
theoretical results fer the high 51 acto "IM Performing holographic ntroecinwill be discussed.
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At present, reconfigurable interconnection networks realizing data exchange between input

and output ports are a bottle-neck in high-performance computers and telecommunication

systems. The throughput of such switching systems (SSs) depends primarily on data capacity

W of connected pairs of input-output channels and the reconfiguration time tr. An advantage in

principle of optical techniques over electrical ones offers strong possibilities to increase W by

data transmitting through connected pair of channels in form of 2-D parallel binary digital code

patterns with no changing of tr. However, the specific peculiarities of optics demand

architectural principle for photonic SS different from electrical one.

The architecture of a large size photonic SS, first, must make sure for 2-D flat image

transmission through each pair input-output ports for any interconnect pattern, second, have

great enough numerical aperture of connected optical channels, third, provide a very low

crosstalk. In this report architectural decisions that satisfy these conditions are proposed for

bulk multistage photonic SS of size 2N2x2N2, where N=2r, r = 1,2,3 .... , consisted of

cascaded along K switching stages (polarization switching spatial light modulators) and K-I

routing stages, which are combined by straight optical connections.

The three types of the polarization-based building blocks with M inlets and M outlets, that

can be exploited for designing of N2xN2 routing stages, are presented in Fig. 1. If the prism

angle a satisfies the relation cosa = 2-0.5 (1+1/8n2)0-s +l/4n, where n is the refraction index of

PBS, inputs and outputs with the same name are placed on the optical axis that passes through

them. In the routing setup C the HWPs depicted by dashed lines can be absent if the output

PBSs are turned by 901 about the horizontal axis [I]. -The setup of each routing block

guarantees equal optical path lengths of links between input and output ports and allows to

apply optical means with the ultimate numerical aperture u = nsinaJ(l+cosa)M, nhM and

n/4M for blocks A, B and C, respectively. The value of v for block C can be 4-fold increased if

lens arrays are placed not only at inputs and outputs but also before QWPs and HWPs, as is

done in [2].

In the blocks A and B p-polarized beams realize butterfly connections between inlets and

outlets, s-polarized beams realize crossover connection between the ports 1, 2, ... M/2 and

l+M12, 2+M/2, ... M. In the block C the p-polarized beams connect ports with the same name 4
and the s-polarized beams implement crossover communication links connecting the inputs 1,

2, ... M/2 and 1+M/2, 2+M/2, ... M with the outputs M, ... 2+M/2, I+M/2 and I/M, ... 2, 1,

respectively.
4
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Three possible variations of 2-D nonblocking networks I, II [3] and mI for an architecture

of photonic SSs with straight optical interstage connections are shown in Fig. 2. It is

demonstrated in the report how these networks and horizontal and vertical routing blocks A, B

or C make possible the efficient interconnect architecture for 2N2x2N2 three-dimensional

compact high-throughput photonic nonblocking switching systems with many ports and the

number of switching stages K - 2logN+1, 2N+I or 4logN- 1. The main characteristics of such

SSs are evaluated.

1. Fyodorov V.B., Optical Computing & Processing, vol. 3, 1993, no. 1.

2. Jahns J.J., and Murdocca M.J., Applied Optics. vol. 27, 1988, no. 15.

3. Mirsalehi MM, Shamir J., and Caulfild H.J., Applied Optics, vol. 28, 1989, no. 12.
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Ma Ma Fig. 1. Three types of optical routing blocks,
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I M quarter-wave plates, MIR - mirror.
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Abstract

A holographic interconnection technique in a photorefractive

waveguide formed by titanium and ion diffusion in LiNbO3 is

described. A banyan network using this is designed. An

integrated acoust optic switch control technique is also

discussed.

Problems of clock distribution and data communication inside
VLSI chips are solved by using optical interconnections with optical
fibers and holographic techniques. Volume holograms in
waveguides offer a straightforward means of interfasing

dynamically reconfigurable interconnections with integrated

optoclectronic devices. In this papci we consider holographic
interconnections between nodes and stages for some type of the

optical interconnection networks and represent experimental
results for holographic interconnections in photorefractive
waveguides formed by titanium and iron indiffusion in UNbO3. We
have recorded photorefractive holograms in single-mode substrates
titanium and iron indiffused waveguides on nominally pure y-cut

LiNbO3 substrates. We define the z-axis to the principal axis of

propagation in the waveguide. Hologiams were recorded from
above the waveguide using light at 514 nm and the guided TE mode
at 633 nm was coupled into the waveguide using a rutile and
T.iwhni nrvim sand th.n aid tn rT.rnnctriErt the. hninarnme

a .
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We analyse the possible optical interpretations of the traditional

networks, the optical interconnections between switching elements,
fault detection problems of this networks and provide a new

method to understand and prove the universality optical methods

for applicatioi, in computer systems. We demonstrate first that a

bitonic sequence can be routed properly by a banyan network

using integrated-optic holographic interconnections. First, the

architecture and the working principle of the integrated acousto-

optic space switch control, functional and topological equivalence

this networks on basis of the optical interconnections are described.

nonwaveguide bean

holograms

input pnawfi optical duff sion waveguic

waveguide beam tre

N

photorefractive crysti normal mode of substrat

Fig. Example of Holographic Interconnection in Photorefractive

Waveguide.

I .. 9.



WP13/255

Dlmgwmekc tc.bdmik for investigting freea-p photomic switching system

ft. L Morrimo P. B. McCormick, T. J. Cloonan. Al. Lentine R. A. Novoiny,
1. KI Sasiat. NI. G. Beckman. K~ 3. %ock. F. A. P. Tooley*, E. Kerbi and S. 3. Hlinterlong

AT&T Bell Laoralories, Naperville, IL 60566
"Herict-W University. Fdinburgh. Scotland, U.K.

Over die past few years we have desgned mad assembled five ree-sp•ce switching photonc system
dmnonstralors"". Our goal is to investigate and develop tie technology of free-space digital optics as a framework
for exploing lagh dihoushpgmu architectues. Since the status of this evolving technology is often
contrasted against the capabilities of a more mature electronic field, it is important to understand the operation of the
demonstram s in orler to pmmnoe advanced features in each new prototype. In addition, tde feedback obtained
provides a foundation for guging the future potential of the technology.
The integration of novel opto-mechauical frm-eworks, diffractive optics, op"-eectronic device wrrays, and high
power semiconductor lasers requires the development of a unique array of diagnosics tools that re not typically
commercially available. In this talk, we describe a nunber of tools dta we have implemented for characterizing
components and systems. These tools have proven essential in the development of these complex demonstrators.
The process of designing diagnostic hardware for research systems ranges from careful and deliberate planning,
where the tool is craftily integrated into die system, to the quick assembly of equipment to investigate unforeseen
efcts. Typically, the first instance of a diagnostic tool relies on the user to diligently align the opto-mechanic
framework and measement apparatus, and then manually record and analyze the measurements. As our knowledge
of the critical issues increases, diagnostic tools have bean directly integrated into the system during the design phase.
Computer applicatio me also increasingly important for automating complex measurements, monitoring long term
stability tests, and analyzing experimental results. Our experience ranges from designing custom applications for
exercising the system fabric to uing commercial software applications for coordinaung test equipment

Component diagnostic tools
as array ganeratim hologmrm Phase gratings have been fabricated that generate from two to over two

thousand undfrm inuensity spots. Ihntesity variadons m primarily due to limitations of the fabrication process. A
computer conWroed microstage aligned pinhole and deft= is used to characterize smaller aays. For larg•r• ays,
a custom CCD imaging system coordinated with image processing software characterizes dhe arrays (see figure 1.)
This tool has also been used to measure optical signal uniformity throughout the system.
Lar optical power upplies: The current demonstration system employs six high power, current modulated,
fequency stabilized, semiconduct lasms to provide optical power beamns at the device modulator widowL It is
cnial that lasers be tuned to within 0.5 -n of the 850 rm operating point and that they maintai this wavelength at a
"variety of modulaton speeds. Chracerizing the lasers requires standard testing systems such as monochromators,
optical power meters, bean profilers, and high speed photodetector A LabViewTm application was used to
coordinate several of the tests.
Device rrays: An automated multiple quantumn well modulator charaterization setup measures modulator
refiectivity and photocurrea as a function of voltage, wavelength, spot position and optical power. In addition, each
smart pixel ay is tested o assure that die cells operate at die design speed.
Pulari bem b pelits ter Polrzaim beam spliters we used in the system to combine beam rays. They must
operate unifommly over an angular range of several degrees, a more stringent requirement than is typical for beam
splitser A software application was used so control the diagnt equipment and then amnlyze the data.
Optical compomeuts: Twymn-Green and radial shearing interferometers were built to operate at 8Snm to examine
the quality of optical components. A commercial fringe analysis application was used to analyze the results.

System diagnostic tools
Fabrk comtrol The current system2 is a five stage banyan - network connecting 32 inputs with 16
output. A total of 512 path combinations exist. Control information for establishing the data routes must be optically

U . ,
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injected into the system and Iatched within each sman pa at the appropriate tune as rates of up to lSSMbits per
second. A compuear based coftiol system n aused for both initializing the system and presenting a nonthreatening user
inteface. A DOS based PC with a custom written C progru was desiged.
Muftiebammul amaljruk: Currently, proper operation as assured duning assembly by examining optical channels at
every stage by aligning an avalanche photodetecior with the maugnifieid image of the data modulated spot array.
Fabric aa.Iymu- A program that controls a mechanical fiber switch. a saunpling oscilloscope, and the system fbric
was developed to scan each of the 512 possible, paths (see figure 2.) A secondary application analyzes the data to
deteP-rP ine if the data matches the expected bit value sequence and then identifies faulty nodes.
Sabihty Commercial applications of fvec-space digta optical technology winl require long term meochanical
stability. A sofiwam application was de .-eloped to monitor positioning, ambient and system temperature. detector
photo-currents, lawe wavelength and optical power fluctuations.
Aggiusment: The current smairt pixel array is approximately 1000 pm square and the spot arays must be aligned to
within about 1 Amn. A high magnification viewport was designed that is noninmausive (ie.. it does not adversely affect
normal operation or require repositioning of components), ramovable (since light sampled for diagnostics is stolen
from normal operation), and include an auxiliary light source for illumninating the. device amay.

In thee fitture, we will also concenitrate on further development of bit error rate characterizatins long-term stability
and lifetime measurements, and a two-dimensional multi-charnel optical samnpling oscilloscope.

In this paper, we have discussed diagnostic tools developed by this group. We would also like to acknowledge the
extensive device testing effort of our colleagues at Bell Laboratories facilities in Holmndel, Murray HMU and the Solid
State Technology center, and the micro-optic characterization by colleagues at the Engineering Research Center.
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FRgur 1: Intensity distribution of a 64032 spot array. Figure 2: Array of oscilloscope scans showing a
portion of the 512 paths.
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A cdt-baed algorithm for &degaing beam array generators
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Current free-space digital optical systems require optical power supplies that generate two dinenisional wrays of
uniform intensity light b1an1. One method for creating these uniform inensity beaun arrays is to illuminate a
computer designed Fourier hologuuan using a collimated, high power laser source. These suiface relief gnatings. also
rfetrred tou multiple beuniplitters. we designed usig scaler diffraction theory vm a computer optimization
process. The quality of dhe holograni is qmriflied by its diffraction efficienicy and the relatve uniformity of the. beam
intensites

We preseto a new algoriuntha it uses a pixelated, discrete phase level representation of the hologram to examine and
miodify only those cells thug foinn the boundary between phase transitions, thereby substantially reducing processin
requirements. An additional feature of the algorinth as the capability to increase the spatial bandwidth of the
hologram during the design procss Using this algorithm, we have designed holograms with up to 4096x4 phase
cells per period that couple light into wrays containing up 16,000 spots. V* have fabricated a number of smaller
designs for use in our free-space photonic switching program.

The algorithm ;Presented here is similar in nature to the IDO (iterative discrete on-axis) encoding algorithm2. Ini th
basic MK) algorithmn, one period of the two-dimensional Fourier-plane hologram is divided into an wray of
rectangular cells where each cell imparts one of two fixed phase delays to the incident wavefront. The contribution of
each cell to an order intensity is independent of die other cells, thus. each test requires calculation of only a small
fraction of die full set of diffraction equations. During a series of iterations. each cell phase is reversed and this new
value is retained based on its contribution to the merit function and a proalibilistic simulated annealing proess.

It is the locations of the level transitions that determine the order intensities. Therefore, in the this new algorithm, it is
necessary to examine and modify only cells along phase transition boundaries. The result is a significant reduction in
processing since only a fraction of the cells are tested during each iteration. An additional feature is the ability to
increase the spatial resolutio of the phase wary during the optnimiation process. When the merit function value
stagnates, each phase cell is subidivided int 4 parts with each new cell given the original cell's -hs value.

Scaler difraction theory is used to calculate the complex amplitude of the nthi order in the mti row as given by the
sun of the contributions from each of the JiK phase cells.

j=O A=O

whom Oj isthe phase delay associated with cell (L~k), and,,

I .. k ifz! ex(i !) admj
Bzm i i 2 )- x -x!, adF,,j = exp (-2xi 7 )

The intensity of the order is given by the complex squanre of A~..
The quality of fti solution is meaurued using a merit function that is a combination of the diffraction efficiency and
the deviation of the order intensities from their target values. Uniform intensity wrays as well as thiose containing
s uppre ssedA orders and arbitrary orders can be designed by selecting the proper form for the merit function. T7he
pI netIzation of this fivnction has been obouered to significantly influence the design time.

First, a two dimensional dataarway is defined that contains the IxK pixel phase values of one period of the hologram.
This wary is filled with a randomi distribution of multilevel or binary phase values. We have also included the ability
to load the phase wray with values generated by a seP a rae application based on the Gerchberg-Saxton (GS]
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Multilevel diffractive phase elements with trapezoidal

shaped pulses
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Summary

Digital optics and material processing encourages research into the design of diffractive pha

elements (DPEs) that split an incommg light beam into an array of prescribed intensity light

spots. To achieve this several design concepts using different modulation schemes have been

proposed. Of these the optimisation technique of simulated annealing (SA), allied with a

trapezoidal shaped surface-relief phase prile, realised some of the highest diffraction

efficienci seen for binary DPEs to date1 . Binary elements were initially designed as the

proce for ftbricating multilevel phase profiles (i.e. iniolithography) introduced an

unacceptable non-unifomity in the desired signal wave2 despite the increase in the diffraction

efficiency. Presently electron-beam lithography's direct-write capability can be used to

overcome the alignment problem intrinsic to nijrolithography. Thus fabrcation of a multilevel

trapezoida shaped phase saucture with acceptable fabrication enror becomes a possibility.

The degn of a multilevel trapezoidal shaped phase structure with optimised diffraction

efficiency is more difficult than for the biary case. To overcome this we offer a design

concept that is embedded in the theoretical framewok of design theory of diffractive

elementwe.

As only the inensity of the desired diffraction pam which we call the desed signal

wave, is specified within the signal windows W, the phase is a frie parameter. The first design

step is an opusaton of the signal phase with respect to the upper bound of the diffraction
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efficency, as a function of the number of phase levels allowed for the element. TIis stop

fanmishes inft ation about the mninium diffrauion efficiency achievable for the specified

number of phase level. Thus, if a specific diffraction efficiency is required for an application,

this "te give infummati about the ",i number of phase levels the degn has to have
in order to achieve the desired efficiency. To optimise the diffraction efficiency upper bound,

an iterative Fouier Transform algorithm is employed.

The projection of the spectrum of the phase optimised signal wave onto the allowed

phase levels provides a set of phases for a sampled quantised phase hologram. As this is a

sampled data set, a -pm eterisation of the projection is needed. We use a parameterisation

that leads to trapezoidal shaped pulses. This step yields an set of initial parameters that are

already optimised with respect to diffraction efficiency. A non-linear optimisation of the initial

set of parameter is then performed in order to increase the uniformity, which worsens as a

result of parameterization.

This design concept contributes detailed instructions on how to design a phase grating

with optimised diffraction efficiency as a function of a specified number of phase levels.

Assuming that a specified minimnu diffraction efficiency is required for an application, the

first step in the design concept gives information about the lowest number of phase levels

required to achieve this. The following steps result in a initial distribution for a non-linear

optimisation that is near the desired solution.
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Demonstration and discussion of an interlaced fan-out interconnect

N. Collings
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NEUCHATEL, Switzerland. (Tel: +41.38.205.489)

Abstract
2D fully interconnected processing systems where the output array is smaller than the input
array can use a fan-out interconnect where the extra channels are accomodated within the
repeat spacing of the input array.

Introduction
A commonly used 2D fan-out (fan-out A), where the input array is replicated at neighboring
spatial locations which are located at distances of at least the array size from the original
array, is illustrated in Fig. 1.

E Mm

Fig. 1 Conventional 2D array fan-out.

A complementary fan-out is illustrated in Fig. 2 (fan-out B). It is complementary in the sense
that, whereas A is useful when the subsequent fan-in is to an array of larger size repeat
spacing than the input, B is useful when the output array is of smaller repeat spacing. This can
be useful in cascaded interconnect systems, for example.

SmU.

Fig.2 Interlaced 2D array fan-out.

A further advantage of B is that it allows lower resolution fan-out gratings to be used than A.
This in turn eases the fabrication tolerances of the grating. The reduced fan-out angle also
allows more compact systems to be envisaged.

Demonstration of interlaced fan-out

The layout of the optical system is shown in Fig. 3. Collimated light of 6 mm diameter from a
HeNe laser beam is incident on a 8 x 1 Dammann grating of 690 pm period, which was
fabricated at the Paul Scherrer Institute, Z7rich. A lenslet array of 45 nun focal length and
1.15 x 1.4 mm repeat spacing acts as an array of Fourier Transform lenses to form multiple
fan-outs in the focal plane of the lenslets. Provided that the grating is not placed at the focal
plane of the lenslet array, the multiple fan-outs can be fanned-in to an 8 x I array using a
simple lens, in this case of focal length 80 mm. The spot separation at the output is
determined by the distance between the grating and lenslets. In this case, it was about one half
the focal length of the lenslets. Figure 3 shows the beam paths for one of the diffracted beams,
which produces a single point at the output.

9, 9 0 •0 .9.p_.._o .,,_l. _ _
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Grating Lenslet Focal plane Lenrs Focal plane
array of Wen4.ts Of lenm

and lens

Fig.3 Component layout of interlaced fan-out.

Results and discussion

The focal plane of the lenslets contains spatially multiplexed 8 x 1 arrays on the repeat
spacing of 1.15 x 1.4 mm (Fig. 4a). The spot size within the array is variable between one row
and another of the lenslet array. However, some rows produce the calculated spot size, which
is about one half of the repeat spacing within the area, since there are approximately two
grating periods per lenslet. In the focal plane of the lens there is just a single 8 x 1 array with a
140 gtm repeat spacing and 20 pim spot size (Fig. 4b).

a)

Fig. 4. Focal plane of lenslets (a), and rear focal plane of lens (b).

This type of fan-out can form the basis of a compact interconnect structure because the input
channels are well separated at the start and the demands on the optical components are not
high. In the demonstrated arrangement, one can envisage placing a liquid crystal television
screen in the focal plane of the lenslets where the repeat spacing of the spots in each array is
80 ;in. Smaller focal length lenslets with a smaller period grating would give a sharper spot
size in this plane. Shorter focal length (16 mm) microlens arrays have already been used for
multiple Fourier transforms [1]. Since both the lenslets and lens work at small field angles, no
special lens design features are required. In order to apply this interconnect in a real system,
better quality lenslets are required.

References
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Considerations for free space microoptical systems in layer architecture

W. Eckert, K.-H. Brenner, C. Passon, Universitit Erlangen-Nirnberg, Institut fur Angewandte
Optik, Staudtstr. 7/B2, 91058 Erlangen, Germany, Tel. +49 9131 858377, Fax +49 9131 13508

Abstact: Architectural concepts for micro-integrated digital optical data processing systems
are presented. From these concepts a microoptical system consisting of stacked layers of micro-
components is derived.

Introduction: Microoptical systems for digital optical information processing impose a series of
requirements on the optical realization. Light efficiency is necessary to achieve low bit-error rates
with the available optical power. For constructing complex systems from standardized parts,
the system also has to be designed in a modular way. As interfaces between these modules and
for space variant operations, real images of the data planes must exist, where e.g. masks can be
placed. For space invariant operations on data planes, an optically generated Fourier plane is
necessary, where beam forming and beam deflecting components can be inserted.

Fourier stages: Single lens 2f Fourier stages (fig. 1) exhibit certain disadvantages when used in
microoptical setups consisting of arrays of identical components. A lens diameter of two times the
pupil diameter is necessary to avoid vignetting. In an integrated system, the 2f configuration
requires an additional spacer in order to place the lens in the center. From the fabrication
point of view it would be more desirable to place the lenses at the substrate's surface. A more
general two-lens configuration is shown in fig. 2, which is identical to the 2f system when b
becomes zero. This setup is chosen symmetrically, because the space-bandwidth product reaches
a maximum, as was shown in [1]. Assuming symmetric configurations, the number of resolvable
pixels is maximal when b = f and a = 0 (21. This represents the 'light pipe' configuration. In
practical implementations, a small distance a is often required for technological reasons. With
microoptical systems, space-bandwidth is a critical parameter. The distance b should therefore
be chosen close to f to obtain maximal resolution.

Ff

Figure 1: 2f system Figure 2: Two-knenFounfirsetup

Pupil division: Digital optical systems often require the generation of multiple copies of a
data- plane and the superposition of different dataplanes. For these split and join operations
pupil division is most advantageous since the join operation can be performed almost lossless for
an arbitrary number of joins. Pupil division may be performed either by splitting the aperture
of a single lens or by using a lens for each channel in the pupil plane. In microoptical setups,
multi-lens pupil division is preferable, because the full space-bandwidth product of the light
pipe is available in all channels. Additionally, multi-lens pupil division can also be used for
space invariant nearest neighbor interconnections.

. .,.. .. . .. .o ... . . . . .. . ... _ .. ..o _.. _
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Layer architecture: A transfer of these consideratiena to a micro-integrated system is shown

in Jig. 3. This layer architecture consists of two modifiea lightpipes with multi-lens pupil division.
Precise alignment can be achieved if each layer is produced with lithographic precision. The
light pipes can be realized on one substrate with microlens arrays on both sides. Mask layers
are introduced on additional spacers. The prism layers, realized by embossing, perform space

invariant split and join operations. Since for thermal and practical reasons, active devices should
be located at the system surfaces. In most cases active devices on one surface are sufficient.
Cascading of several stages is then realized by placing a mirror layer on the top system surface,
as shown in fig. 4. The performance and typical dimensions of these layer architectures will be
discussed in the presentation.

p ayerMirMro layer

May Way

Ii

I i '1

Figure 3: Microsystem, in layer architecture Figure 4: Cascading with active devices
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AbsaVt
An active alignment system is demonstrated The error between the ach!tl and desired spot

location on a quadrnt detector is used to compute the angular displacement requiredfor two
Rsky Prisms to centre the poL

Summary
Free-space optical interconnects hold the promise of alleviating the communication

bottlenecks which will arise in future connection-intensive electronic systems. A separable
interconnect offering the massive connectivity of free-space optics will greatly increase the
data throughput between multi-chip-modules and/or printed circuit boards on an optical
backplane.

A key issue facing free-space photonic circuit design is that of alignment. For a system to be
of practical use, it must be capable of operating continuously over long periods of time,
unaffected by external vibrations and by temperature changes.

At least two approaches exist to overcome alignment drift:
1) Design an extremely rigid system which will not drift over time. This can be performed
by removing as many degrees of freedom as possibleil] and by improving pre-alignment.

2) Implement active alignment, a process in which system parameters such as throughput
or error in spot position are monitored and fed back to a controller which realigns the
system b altering the state of the optics. Such simple feedback loops exist in CDplayers[2].

An example of active alignment we are currently investigating involves a simple closed
feedback loop which centres a spot on a quadrant detector. The control loop has the following
characteristics:

Input: Light intensity incident on a quadrant detector generates differential photo-currents
from which the spot position can be determined.
Output: The controller outputs the desired angle of rotation to two stepper motors which
rotate two Risley Steerers located at the focal plane of a lens. The rotational displacement
of the steerers imparts an angular displacement to the beam which creates a lateral
displacement of the spot on the quadrant detector.
Controller: An error signal, which is the difference between the ideal spot position and the
detected spot position, is fed back into the controller algorithm. Given the error signal and
the current rotational position of the steerers, the algorithm computes the new rotational
position of both Riuley Steerers which will centre the spot on the quadrant detector.

Embedded in the control algorithm is a transform (CtoR transform), which maps a Cartesian
(x,y) displacement to a Rotational displacement of two steerers (OA, OB). A CtoR transform
which is based on first order optics can be expressed as follows:

OA = O)1 + Oa

OB = 01 - 0a
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wher

01 = Arctan (y /x) (modified to give an angle between 0 and 2x).
ea = Arccos[Sqrt (x2 +y2 ) / (2r)]

2r = 2f tan (n - 1) 8, the maximum displacement imparted by Risley steerers of wedge

angle 8, index n, and located at the focus of a lens with focal length f

OA and OB are conventional geometric angles: they are zero on the positive x axis and
increase in a counterclockwise direction. For example, point (x, y) = (2r, 0) will map to (OA,
OB) = (0,0) and point (x, y) = (0, 2r) will map to (PA, Ot) = (x/2, rJ2). Given the physical
nature of the optics, there are two different (OA, ft) values for any given (x, y) (x * 0 and y
* 0). The above transform is thus only one of a family which will perform the desired
mapping. Finally, it should be noted that from a control perspective, this system is nonlinear
since multiplying the input error signals by a scalar k will not correspondingly multiply the
control outputs by k.

The experimental demonstration features two 40 mm lens and two Risley Steerers each with
a 15 minute wedge and n = 1.509. A simple beamsplitter and viewing system are used to
directly view the spot on the detector. The maximum possible spot displacement for our
system is of the order of 2r = 177 gm. The incremental rotation of the Risley Steerers required
to move a spot by &x = I pm depends on the spot position, but is usually of the order of
0.65*. The setup is shown in Figure 1.

The controller was implemented on a Macintosh computer. Inputs are obtained in two
different ways: 1) by focusing the spot on a CCD camera, using a frame grabber to define a
virtual quadrant detector on the digitized CCD image and extracting the spot centre from the
digitized CCD image 2) by focusing the spot on an actual silicon photodetector and measuring
the resulting photocurrents. Outputs to the stepper motors are sent out on serial electrical
lines from the computer.
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Abstract
The cotical and optomechanical design of a representative portion of a lenslet array based free-
space photonic backplane is described. Issues relating to the optical performance, optomechanical
layout and alignment tolerances will be discussed.

The following paper will consider the optical and optomechanical design of a representative
portion of an experimental free-space photonic backplane. The system uses FET-SEED modulators
and receivers to transmit the data and multi-level diffractive lenslets to interconnect the two
device planes. This work forms part of a project aimed at developing terabit capacity photonic
backpiane technology.
Integrating free-space optics directly into a backplane is a challenging problem for a number of
reasons. Current electronic backplanes have a board-to-board spacing of only about one inch (the
card pitch for Futureboard+ modules, for example, has been set at 30mm [I]). Any competitive
optical backplane must therefore be compact enough to fit within this space. In addition, the
system must be arranged such that it is possible to remove and insert circuit boards while
maintaining a high degree of alignment between the optical signal beams and the transmitter and
receiver arrays. This places exacting demands on the optomechanical design of the backplane.
The optical design of the backplane demonstrator is shown in Fig. 1. Linear polarized light from a
Ti-Sapphire laser operating at 850nm enters the system via a single mode polarization preserving
fiber. A periodic binary-phase grating (BPG) is used to generate an array of optical beams which
are collimated by the first lenslet array and reflected by the polarizing beam splitter/quarter
waveplate assembly onto the modulator array. The BPG utilizes a non-separable grating design
and has a theoretical diffraction efficiency of 773%. The modulated signal beams pass through
the PBS (the polarization of the light having being rotated by the quarter waveplates) and onto
the receiver array. As the system uses dual-rail logic, the signal channels were designed to handle
two signal beams, one for each FET-SEED window (the FET-SEED windows have dimensions of
approximately 25pmx25pm). A 4-f optical layout was therefore chosen to ensure a high optical
throughput and improve the tolerance of the system to misalignment errors. Implementing a
photonic backplane using lenslet arrays has several advantages; it can be made compact enough to
fit within the limited space available, it does not suffer from field dependent aberrations and it
will not be affected by the angular dependence of polarizing beam-splitters [2). The photonic
backplane demonstrator which we shall describe has a channel spacing of 600 microns, a device
plane separation of just over 30mm and was designed to initially interconnect a 2x2 array of optical
channels. The alignment tolerances required by this system include a focal length accuracy for fl of
±0.23%, a lenslet array positional accuracy of 4 20pm, a defocus error of ±l0pm, a device plane tilt
of ±0.5*, and a device plane roll (with respect to the lenslet arrays) of better than 0.25*. A full
discussion of the alignment tolerances will be given.
The mechanical layout of the backplane is shown in Fig. 2. The optical components are mounted in
steel cylinders, prealigned and positioned using a magnetic slot channel arrangement [3]. The
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baseplate was fabricated from Magnesium AZ31B tooling plate due to the material's high flatness
tolerance, lightness and the ease with which it can be machined. The magnets are mounted on top
of steel bars which have the effect of increasing the restraining force on the components. A

-chanmered groove structure was chosen to reduce wear and tear and improve alignment tolerances.

The authors would like to thank M. R. Taghizadeh and the diffractive optics group at Heriot-
Watt University for fabricating the lenslet arrays. This work was supported by the Canadian
Institute for Telecommunications Research and the McGill BNR-NT/NSERC Industrial Chair in
Photonics Systems.
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Fig 1. Optical design of system.

Fig 2. Optomechanical layout of backplane.
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Abstact

The design. manaufacture and assesment of a hybrid lemi for an optical copxuting demofstatior will
be discuused. A comparison will be made of die performance, of the miconlens sinaglets and doule used.

Summary

Mlimrlens arrays have been proponsed as components that will enhance the performance of conventional optics
through, the exploiation of their small diameter and focal length. Such feature lead to compact optics that can
be readily imentertd with semicndcor devices. Hybrid lenses (figure 1) have been proposed [1]. Thes
devik=cs xpoi the large field of view of slow, conventional lenses with fth snall spot size that can be achieved
by microlmases. An fM lens was designed which images over a ±50 field angle and produces spots with 99% of
the energy coupled into a l5Ipm spot. This spot ai imaged by an afocal telescope composed of Q3 and f/i
mictaleas doublets. The doublets work at infinit conjugates The first doublet collimates the light and the
second, fasmer micro=en doublet focise the light into a small spot. The hybrid lens create an arry of smnall
spots over a larg field (7mm). These hybrid lease will be used to interconnect two S-SEED arrays. S-SEE~s
comprise, two 5p~m windows which an separated by 20pim. Imaging two spots with each microlens rqie
that they be used off-axis.

Code V has been used ton model the performance of the hybrid lens. The performance is evaluated by the
calculation of the encircled energy. The spot size is dependent on the speed of the final microlens doublet and
the amount of spherical aberration introduced by the afocal pair. The dAmete di te collimated beam is
determined by the f/# of the conventional lens and the foca lengt of the first microlens doublet. The
Abonations that the second micolen doublet introduce ar detemined by the smz of this collimated beam.

The microlenses doublets have been produced in-hous in our mir-arcto facility. The microlense are
made from melted pholoresist on 100pm thick asubtates. With this technique we can fabricate micolais
arrays with f-numbers ranging from 4/2 to USI and individual lens diamieters ranging from 50 to 25%=m. Thin
substrawe are required as the afocal rela has a workig distanc of 150pm and the focu must be outside of the
glass to permit the imagting of S-SEEDs. The microlens armay doublets are assembled using our mask aligner
which is equipped with a ste Fre microscope. A spcrlayer (-20-30pin thick) is placed betwee the two
micoolens arrays, and the, doublets are secured in place using UV curing optical cement our measuements
have shown dthat m alignment accuracy of better than 1pm is routinely achievablie.

Ineferomr- analysis has been performed on the microlens doublets and afocal pairs. A Mach-Zehnder
itrferometerP with fringe analysis software is used to analyse the aberrations introduced by the microlenses

The off-axis performance is evaluated by changing the angle of the beam at the aputure, stop of fth bulk lens.
This shifts the focsed spot across the microlens enabling off-axis measrzaemet to be made.. Measurements
will be poesented of the performance of hybrid lenses including the achieved spot size and interferograms
showing the aberrations introduced into the beam by the hybrid len (figure 2).

(11 McCormick F.B., -Poee-Spece Interconnection Technqus, Chapter 15 in "Photonics in Switching,' ed. by
i.E. Midwinter, Plemnu (1993).
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Abstract
By use of a laser writing system, an array of four off-axis microlenses for perfect
shuffle interconnections and the toric microlenses for planar optical imaging have
been fabricated.

I. Introduction
In the fields of communication and optoelectronic processing, microoptical interconnections

make a potential to improve the degree of system integration and stability. Microoptical
components for focusing, imaging, branching, combining, and so on, have progressed beyond
prototypes by the fabrication techniques of PR melting, ion exchange, deposition, e-beam
writing, and laser writing. The writing technique using e-beam or laser beam makes it
possible to produce an arbitrary surface profile, such as the continuous surface-relief grating 4
for spot array generators or a set of diffractive and/or refractive components on a same
substratef1-2]. In this work, the laser writing technique is described to make an array of four
microlenses specially designed for perfect shuffle interconnections, as well as toric microlenses
for planar optical imaging.

II. Laser writing system
Figure 1 shows the laser writing system which consists of air-cooled Ar+ laser (%=458nm,

4mW), acousto-optic modulator, XY positioning stage with a moving resolution of 0.1km, and
CCD camera for monitoring the focusing of the incident beam on the sample substrate. The
sample substrate of a 10 gm thick positive-PR (AZ4562) layer coated onto glass substrate
was

CAMERA i

SAMPLE.,,,,E,

LASEw

Figure 1. Scheme of laser writing system

exposed by the raster scanning process, and developed with the solution of AZ500MIF. Based
on the gamma curve of the PR layer, any surface-relief micro-structure can be fabricated as it
was designed. The spot size of the incident beam focused on the PR layer was measured by

40_
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2.3pm. Therefore this system would be more useful for rt. active microoptics with larger
dimensions than for diffractive ones.

IlL Results
We have fabricated a set of four off-axis microlenses for the application of perfect shuffle

interconnections. Figure 2(a) shows the interferogram of the microlenses obtained by the

Mach-Zehnder interferometer. The dimension of one microlens was (d=100pm)2 and the axis
was shifted toward the center of four lenses with the amount of d/4 = 25jim. This configuration
enables to implement the perfect shuffling of the 2-D arrays of input signals at four quadrants.
Figure 2(b) shows the four spots with the d/4 spacing generated by the four off-axis
microlenses, and one of the wavefronts after passing through the microlenses is depicted in
Fig.2(c). There are some of microlenses with a spherical shape of Fig.3(a) shown as an
interferogram and an aspherical (toric) shape of Fig.3(b). Further detail characteristics
including optical aberrations of the microlenses in Fig.2 and Fig.3, will be discussed in the
presentation.
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Opt., 32, 2526(1993).
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(a) (b) (c)

Figure 2. Array of four off-axis microlenses for perfect shuffling. (a); interferogram,
(b); focused spots, and (c); wavefront after passing through one of the microlenses.

U
(a) (b)

Figure 3. Interferograms of the fabricated microlenses with a spherical shape in (a)
and an aspherical (toric) shape for imaging an input with oblique incident

angle of 30 deg. in (b).
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ABSTRACT

We describe the fabrication of self aligned arrays of microlenses
and fiber holders on the same PMMA substrate using a suitable
deep proton irradiation.

SUMMARY

For almost all fiber applications the combination of fibers and
microlenses is of evident relevance. A microlens can couple light
from a source into a fiber and collimate light coming out of a
fiber. In both cases the longitudinal and the lateral
displacement between fiber and lens have to meet strict
tolerances. Also of interest is the alignment between arrays of
fibers and arrays of microlenses, which is of particular
relevance to optical interconnects and optical computing.
Problems arise from the fact that conventional methods of
fabricating fiber holder and microlens arrays are fairly
distinct. This is not the case for a technology called deep
proton irradiation'. 2 . With this technique it is possible to
fabricate lenses on the top side of a polymethyl methacrylate
(PMMA) layer and fiber holder holes on the back side. The PMMA
layer can have a thickness of several hundred pm up to more than
1 mm. This results in high holder aspect ratios for a standard
fiber (125 pm) having for example a 500 pm deep holder hole. A
simulation of the dose deposition in a 500 pm thick PMMA layer
irradiated with 2*1012 protons/cm2 of 7 MeV is shown in fig. 1.
The figure shows the lines of equal dose deposition in a side
view to the irradiated PMMA substrate. As can be seen from this
figure in the shadow region (left hand side) the dose
distribution shows fan shaped lines caused by the straggling of
the incident protons after multiple collisions. This can be used
to achieve fan shaped fiber holders which facilitates the fiber
positioning and tightening. The alignment between a microlens
array and a fiber holder array can be obtained by irradiation of
two PMMA layers through the same mask, one layer for a microlens
array the other for the fiber holder array. After irradiation the
two layers are handled separately in different processes and
then recombined. More sophisticated is the use of only one PMMA
layer with only one exposure and a separate handling of the two
sides. Then the microlenses are placed directly above the fiber
holder holes and are therefore best aligned to the hole. An
approach to a monolithic solution using the longitudinal dose
distribution (fig. 1 right hand side, irradiated region) is in
progress. Experimental results like in fig. 2b will be discussed.
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Fig. 1 Dose distribution in PMMA under a vertical edge after
irradiation with a dose of 2*1012 protons/cm2

Fig. 2a Scheme
of fig. 2b Fig.2b SEM picture of an experimental result,

1st step: side view of a fan-shaped hole in
PMMA. Top diameter: 250 pm, bottom diameter:
270 pm.

1) M. Kufner, S. Kufner, M. Frank, J. Moisel, M. Testorf:
"Microlenses in PMMA with high relative aperture: A parameter
study", Pure Appl. Opt. 2, 9-19, 1993.
2) S. Kufner, M. Kufner, M. Frank, A. MUller, K.-H. Brenner: "3D
integration of refractive microoptical components by deep proton
irradiation", Pure and Appl. Opt. 2, 111-124, 1993.
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Phase-matched Fresnel elements have been fabricated for laser array to fibre-cable
coupling and for fan-out operations. The continuous-relief planar microoptical elements
are produced by direct laser writing in photoresist and copied by replication techniques.

1. Introduction
Parallel optical links are attracting increasing interest in the fields of data communications and

optical computing. Typical applications include lens arrays for light source to fibre array coupling and
fan-out elements for parallel, high-speed, high-capacity interconnects for optical processors and data
links. The paper will describe progress in the realisation of Phase-Matched Fresnel Elements (PMFEs
[1]) for such applications. These computer-generated Diffractive Optical Elements (DOEs) are
fabricated as surface-relief microstructures by direct laser writing in photoresist and can be reproduced
by replication techniques. PMFEs can be produced with very high numerical aperture, arbitrary
aperture shape and as large area, close-packed arrays. Examples of laser diode to fibre imaging lens
arrays with high numerical aperture and of focusing Nxl fan-out elements will be described.

2. Fabrication
The fabrication of Phase-matched Fresnel elements wich continuous-relief surface profiles

represents a challenging area of modem optical fabrication technology, in particular for high aperture
lenslets with segment sizes in the order of micrometers. Laser writing (Fig. 1) offers a highly flexible
approach for the fabrication of such DOEs. Technology for direct laser writing in photoresist has been
developed over a number of years at the Paul Scherrer Institute in Zurich. The system, described in
more detail elsewhere [2), uses a HeCd laser to expose a photoresist coated substrate which is raster
scanned under the focused beam using a high precision xy-stage. In this paper we will present latest
results for PMFEs fabricated using this technique and discuss the limitations in microstncture
resolution and lenslet numerical aperture as determined by current technology.

PMFE microstructures can be characterised by the
maximum relief depth and the minimum segment
size. In laser writing technology, the maximum
depth is given by the resist layer thickness, typically
-5 pim. The minimum segment size at the
perimeter of the lenslet area is determined by the
numerical aperture (NA) of the lenslet, together with
the phase (height) step at the segment boundary.
The maximum aperture of Fresnel lenslets is
determined by the size of a segment in which the
continuous-relief profile can be reasonably attained
using the writing spot size; for a relief depth of
5 jro, this typically corresponds to a maximum
lenslet aperture of NA - 0.5 (phase step of 8c).
Lenslets with this NA have a dominantly diffractive Fig. 1. Continuous-relief Fresnel elements are
behaviour and function best with monochromatic fabricated by direct writing in
(laser) or narrow band (LED) illumination. photoresist.

S....• ....... . 5 • 0 0 •
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focusing .

Fig. 2. Interlaced PMFEs for focusing fan-out functions -

schematic and AFM image of a fabricated microstncture.

Resist surface-relief micrsrcue are electroformed to a Ni shim and reproduced by replication in
plastic or epoxy materials. Replication technologies which are commercially available and currently
under investigation include hot embossing, injection moulding and uv-replication techniques.

3. Fr'emi lens arrays rfo liner to fibre coupling
High numerica aperture, planar microetnictres and flexible design in shape and array formats

are attractive features for the application of PMFEs in the coupling of laser diode arrays to fibre ribbon
cable. An example will be presented of a PMFE array designed for coupling an array of laser diodes
(.= 831 unm) into a ribbon of 12 fibres. The laser diodes each emit an astigmatic beam with divergence

angles 0.j = 80 and 011 -W8 (FWHM) in the horizontal and vertical planes. The MT-connnector
compatible ribbon cable consisted of 12 multimode fibres with 0.21 NA and 50 tam core diameter. The
PMFE fabricated achieved a measured efficiency of 60% with a laser to fibre separation of 1.65 mm.

&. Spatdmy interlace hinsm for fan-out appicadom.
Novel PMFE shuctures have been designed to perform focusing fan-out functions (see Fig. 2.) in

a single planar inicrooptica element. The desired fan-out function is implemented by combining
different PMFEs (e.g. one for each interconnection channel) in a special area sharing arrangement.
Each PMFE is divided into a subarrmy stricture, leading to an array of focused diffraction orders
centred around the focal point of the basic PMFE. The period of the different subarray strcue is
chosen such that the diffraction orders coincide with and are coherently superimposed upon the desired
image points. Simple and fast procedures have been developed for optimnising such fan-out PMFEs,
based upon a low number of well-defined physical-optical parameters. The concept can easily be
extended for realising 2D fan-out elements.

Such fan-out element have been fabricated by direct laser beam writing in photoresist. The splitting
and spatial interlacing procedures are performed in real-time during the writing process. A major
advantage of the PMFE fan-out approach is the large tolerance with respect to fabrication errors. In a
series of experiment in which depth scaling errors over a range of ±20% were introduced, PMFE fan-
outs showed a uniformity error of < 5%. This is much superior to the performance of conventional
surface relief fan-out elements for which a uniformity reduction of 10% typically results from a depth
scaling erro of only a few pecet Latest results will be presented in the paper.

[1] R.E. Xunz and M. Rossi., "Phase-matched Fresnel elements?, Opt. Comm. 97, 6-10 (1993).
[2] M.T. Gale, M. Rossi and H. Schilzz, "Fabrication of continuous-relief microoptical elements by

direct laser beam writing in photoresist," Proc. SPIE, 21145 (1994).
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Strategies for realising large computer generated holograms
from the calculation of sub holograms

by

R. L Young, A. E. MacGregor and C.W. Slinger

Abstrct

Several schemes that decrease the calculation time of a computer generated hologram
through utilising sub hologram are presented. The applicability of these schemes to
dring encoding schemes and design criteria is discussed.

Summary

The design of computer generated holograms (CGH) is an optimisation calculation in a
solution space given by all the possible pixel configurations for the hologram1 .
Generally the assessment of the replay of a CGH involves evaluating all the sampling
points simultaneously. This leads to calculations involving large arrays. Shortening
the caculation time is achievable by reducing the number of pixels in the CGH needing
revaluation. One possibility for doing this is to only calculate certain pixel values by an
updating methodology2.

This paper presents three strategies that allow Fourier CGH design by calulating
sequentially small regions of solution space, i.e. sub sections of the desired hologram.
The common feature of these schemes is a decrease in the time taken to realise the final
hologram by reducing the size of data requiring Fourier Transforming during the
calculation. Additionally convergence time of the algorithm falls rapidly with decrease
in pixel number. Of these schemes the expansive and partitioning methodologies are
novel whilst the bterlaced Technique M has appeared in the lemure3 .

The effects of sub hologram size upon encoding efrorn, replay fidelity, convergence
time and number of iterations are give The manipulation of solution space is
demonstrated for two well-known CGH design algorithms, the Iterative Fourier
Transform Algorithm (WTA) and Direct Binary Search (DBS).

The applicability of manipulating solution space to CGH design involving differing
design criteria (e.. complex amplitudes or intensities) for the evaluation of replay
fidelity is also discussed.

A comparison of the peformance, of al three methodolog is made with respect to
each other and also to the equivalem single large calculadton. While the new schemes
all convee quicker than the sngle calculation, they introduce a redundancy of
iormation into the CGH lading to poorer replays. It is shown how redundancy
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arims within these schemes and how a f1uther iterative design can cfirumv some of

then pimblens

From the assesments, possible cases and applications where the manipulation of
soution pamce is beneficial in comparison with a sinle calculation are given.

1 Digital holography as pat of diM ctive optics. Wyrowski F & Bryngda 0.
RepProgPhys, 54, Pg. 1481-1571, 1991.

2 Efficient design ofDBS CG. Jenison BK, Allebach JP & Sweeney DW. J

Opt Soc Am A, 8(4), Pg 652-660, April 1991.

3 Iterative interlacing approach for synthesis of CGH. Ersoy OK, Zhuang JY &

Brede J. Applied Optics, 31(32), Pg 6894-6901, Nov1992.
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Optical Implementation of Crossover Optical Interconnect Network

using Dhmann Grating with 66X66 Spot Arrays

Luo Fenggung, Cao Miageui, Li Bongpu, Ai Jun, Xu Jun, Li Zaiguang
(The National Laboratory On Laser Technology, Buazhong university

of science and technology, wuhan 430074, tel. 027701641-4096)

Abstract
Damann grating with 66X65 spot arrays has been optimized using SAT-CGR

optimized algorithm and fabricated. Crossover optical interconnect network
of 64X64 pixel arrays with Damnan grating has been performed.

1. Introduction
Damann grating is binary phase grating that can be used to

generate equal intensity spot arrays. "" Resently. the interest in
Damann grating has been stimulated by the development of optical
computing. In optical computing system, the sizes N of arrays as high as 64

x64, or more are required. Due to complexity of optimization in the case
of large spot arrays, application of Damann grating will be limited"2 '.
In order to optimize Damann gratingwe present a efficient optimized
algorithm: simulated annealing -tempering-generalized reduced gradient
algorithm(SAT-GRG). Danmann grating with 66X66 spot arrays is fabricated
and used in crossover optical interconnect network.

2. Optimization and fabrication for Damant grating
The principle of Damian grating is based on Fraunhofer diffraction

theory. Damann grating is illuminated by plane wave from a laser source.
The output pattern appears in the back focal plane of a Fourier
converging lens. for the optimization, we define an objective function:

veritfzy IlmEW-111 (1)

Im(W is the diffraction intensity of m-th order, I is the mean value of
all intensity. Simulated annealing algorithm(SA) is one of optimization,
but its shortage is that it requires large quantity of calculation for
large spot arrays. in order to reduce the calculation quantity and
enchance the calculation efficiency, we add a tempering process to the SA
algoriths SAT algorithm avoids too much stay at the local minimum

magnitude of merit function. Furthermore, on the base of SAT algorithm we
add a generalized reduced gradient algorithm( GiG) with much higher
precision solution. With SAT-GIRG algorithm, the structure of 66X66 array
of Damann grating with non-uniformity of 0.4% and diffraction efficiency
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of 82% is obtained. In order to fabricate Dam-ann grating with 66 - 66
spot arrays, the VLSI technique iB used in our experiment, by Sia, file
deposition on quartz glass substarte, photolithographic and reactive ion
etching, the phase structure of Damtana grating is transfer onto the SiaN 4

film. the Damman grating of 66X66 spot arrays is achieved.

3. Optical implemention of crossover network with 64X64 pixel arrays
The optical setup of one stage of crossover network is showL in fig. l.

The beams from laser is projected onto Dazann gratitg( D) through
combination leas(L),.a mask with character 'E' is placed on the focal
plane of lens(12) where a input pattern of character 'E9 with 64 X 64
pixels is produced. The beamsplitter(BS) split the input pattern into two
diferent paths. The path E-P2-CCD with a mirror in P2 plane implements
straight connection. The path E-PI-CCD implements cross connection. The

output pattern of i=0 stage for cross connection can be achieved by
placing a reflecting 90* prism in P1 plane. For implemention output
pattern of i-stage cross connection, we can place a prism grating with

the period of 2' in the plane of Pl. Using six such setup, we can
complete crossover network with 64X64 spot arrays.

4. conclusion
Damanc grating with 55K65 spot arrays has beer optikized using SAT

-GRG algorithm and fabricated.Crossover optical interconnect network of 64

XF4 spot arrays witl Dammann grating has been performed. This setup has
she advantage of equal optical path length and no light energy loss.

Reference
[1] Daunann D, Gortler K, Opt. Commun., 1970, 3:312-315.

121 Jahns J, et aL, Opt. Eng., 1989, 28 (12): 1267.
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Three dimensional distribution of light generation by a
diffractive element

Rafael Piestun and Joseph Shamir

Department of Electrical Engineering
Technion - Israel Institute of Technology, Haifa 32000, Israel

In many laser and optics applications it is necessary to govern the wavefront (WF)
propagation through long distances. These include storage and display of information,
spatial distribution of energy, optoelectronic interconnections, precision measurements
and alignment. Fourier and Fresnel computer generated holography, do not provide this
capability. Most of the known techniques can be used only to generate a desired field
intensity distribution over a specified transversal plane and sometimes on a limited depth
of field.

The problem, in its most general form, can be stated as follows: 'Given a known
WF incident on a diffractive element, design this element to obtain a desired intensity
distribution within a given three-dimensional domain.' It is obvious that physics does
not allow a solution for any arbitrary distribution but it does in many cases of practical
interest. Moreover, if a solution does not exist, it still may be valuable to derive the
closest solution to our constraints. This is clearly an optimization problem for which
many known algorithms can be applied. In our approach we consider a region of space
behind the diffractive element where we want to control the beam propagation, and in
this region we impose the necessary constraints on sufficiently close transversal planes.

Consider a given WF incident on a diffractive element at the input plane of the system
in Fig. 1 which then propagates in free space a distance d, towards the region D. Certain
conditions on the field intensity distribution are to be imposed in this region, up to a
distance d2 from the input.

DIFFRACTIVE
ELEMENT

n ~D
i I

--- --------------------------------------- ........-- --------.----

I I Z
"- ------ 

I

dl
ARBrrAR Y A ..............

WAVEFRONT d2°. o .... ......... °...........•........ °......................

Figure 1: The basic scheme for WF synthesis in the region D.
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The complex amplitude over a plane at a distance z can be described by the Fresnel
transform,

F(C, 9, z) = FrT (f(x, y)) (1)

The constraints prescribed on this plane can be transformed into constraints on the field
at z = 0+ and represented as C.

Using the iterative algorithm of projections onto convex sets we can associate with
each constraint, C,, a projection operator P... By definition, g = ?2f is the projection of
f onto C' if

11f - g 11 = infI.Ec. 11f - xl1 (2)

where 11f111 = (!Jf) is the norm of f, and (f,g) = f If ilgidxdy. If C. is closed, g E C.
and if it is convex, the projection is unique.

Given a function f describing the input field, we find its projection onto the constraint
C, by calculating the field at the distance z, projecting this function onto the constraints
of that plane and finally performing the inverse FrT to obtain the corresponding field at
the input:

g = 7f = FrT-1 {7?2 FrT (f)} (3)

where P, represents the projection operator on the plane at the distance z. This is possible
since the FrT satisfies Parseval's theorem.

If we take n planes we have a set of constraints C = C1...C,. In the problem under
consideration, a function f is searched, which lies simultaneously in all sets Ci (i = 1...n),

n

f Ec= nfc, (4)
i=1

It is not possible to perform the projection onto C directly, but in the case of convex
sets the problem can be solved by a recursive process using the composite operator T -
7•JP.-i ... 'Pi:

f. = T'fo= Tf,•_ m = 0,1,2... (5)

where fo is an arbitrary initial function.
We assume that the intensity pattern does not change substantially between adja-

cent constraint planes. Therefore, the maximal local axial frequency must be taken into
account to choose the distance Az between these planes:

z2

A(z) = 2ir kr 2 + 4irz (6)

Preliminary experiments indicate that the proposed approach leads to efficient so-
lutions for various problems. As examples, "nondiffracting beams" and "nondiffracting
beam" arrays were demonstrated. These "nondiffracting" arrays can be useful for optical
interconnections, precision alignment and measurements.

The procedure adapts the design to the available space bandwidth and to the imposed
constraints. As the method is not restricted to incident plane waves, the design of diffrac-
tive elements can be adapted to any WF such as Gaussian beams coming directly from
laser sources.
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Evaluation of a Fast Access Phase Encoded Photorefractive Memory
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Abstract

64 images of 128x128 pixels each, have been multiplexed in a same volume of a BaTiO3

photorefractive crystal with the deterministic phase encoding technique. We compare the

performances of that memory with the theoretical predictions.

Summary

We have implemented a dynamic holographic memory with a capacity of 64 images1 . During

the recording process, the images are impressed on the image beam with a binary ferroelectric

modulator of 128x128 pixels. The holograms are multiplexed in the same volume of a BaTiO3

photorefractive crystal by using the deterministic phase encoding of the reference beam2 . In that

technique, each of the N=64 images is recorded by interfering the image beam with all N=64

reference beams. The same N reference beams are used to record all images. However, the set

of relative phases (0 or x) between the reference beams and the image beam is changed for each

image. It represents the image address. These images are reconstructed by reading out the
holograms with the whole set of reference beams carrying the phase code corresponding to the

image one wants to retrieve. In theory if the phase codes are well chosen2 , 5 (i.e. if the

crosscorrelations of the different sets of reference beams are zero) the images can be retrieved

without any crosstalk. Experimentally a given amount of crosstalk arises from imperfections of

optical components and especially from the non equal intensities of the reference beams and

from imperfect 0-7t phase shifts.

We have optimized our set up trying to reduce these sources of crosstalk as follows. The 64

reference beams of equal intensities are produced by splitting a single beam into 64 beamlets

with a computer generated fan out hologram. It was realized by King's College London in the

frame of the POPAM project1 . All intensities are equal within oT=-8%. These 64 beams are

phase modulated by the 64 pixels of a spatial light modulator. In order to achieve very accurate

0-7c phase shifts, we implemented the phase modulation from a polarization modulator5. We

utilized a binary ferroelectric liquid crystal SLM acting as an array of 64 half wave plates. The

input beams are linearly polarized along the bisector of the two possible states of the fast axis of

the liquid crystal. After passing through it, the beams have one of the two possible linear

polarizations. An output polarizer set at 900 of the input polarization state (i.e. at 900 of the
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bisector of the two output polarization states), transforms the polarization modulator into a

phase modulator. Because the polarizer can be precisely adjusted, an exact phase shift is

obtained. In our set up, the phase shifts are equal to 0-x with an error less than 6.10-4 radian.

The fast random access time of this modulator allows to retrieve any of the images in 150gs.

We completely characterized our set up. For instance, we found that the crosstalk in one image

due to all other 63 images is always lower than 1:20. Examples of images transmitted by the

crystal before storage and the same images retrieved after storage are shown in the figure.

We will discuss in mare details the influence of set up imperfections on the memory capacity by

comparison of theory and experiments conducted on our set up on which we have intentionally

added some defects.

- - •:

-- -

Transmitted (left) before storage and retrieved (right) images (2 among 64).
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1-Parallel Optical Processors And Memories (POPAM) project funded by the Commission of

the European Community under the ESPRIT Programme for Research and Development.

2-Y. Taketomi, J. E. Ford, H. Sasaki, J. Ma, Y. Fainman, S. H. Lee, Opt. Lett., 16, pp.

1774-1776, 1991.

3- C. Denz, G. Pauliat, G. Roosen, T. Tschudi, Opt. Comm., 85, pp. 171-176, 1991.

4-C. Denz, G. Pauliat, G. Roosen, T. Tschudi, Appl. Opt., 31, pp. 5700-5705, 1992.

5-D. Psaltis, E. G. Paek, S. S. Venkatesh, Opt. Eng., 23, pp. 698-704, 1984.

6* S SS 9 9



WP28/285

A Novel Informution Storage Device Utilizing Photostimulated
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Abstract
A intense photostimulated luminescence (PSL) at about 420

nm was observed when the UV-light irradiated Eu-doped KCl
(KCI:Eu) phosphor was stimulated with 580 nm light at room
temperature (RT) . The PSL phenomenon in KCI:Eu phosphor is
applicable to an erasable and rewritable optical memory.

A new type of optical memory based on the photostimulated
luminescence (PSL) phenomenon in electron trapping phosphor
materials for optical storage have been studied in the fields
of optical associative memory, optical parallel Boolean logic
operations and optical neural networks. The electron trapping
phosphor materials can emit different output photons that
correlate spatially in intensity with input photons.' 2)

Consequently, the phosphor materials can be used to store
optical information as trapped electrons and the information
stored can be read out by a laser beam scanning of the
phosphor materials. The unique features of the electron
trapping phosphor materials that exhibit the PSL phenomenon
provide the potential for high bit storage densities, high
data transfer and fast recovery speeds. Important
characteristics of a good electron trapping phosphor materials
for optical memory are high PSL brightness for low noise,
short luminescence lifetime for minimum readout time and low
light scattering for high bit storage densities. Especially,
the electron trapping phosphor materials using transparent

single crystal or thin film provide an efficient PSL and low
light scattering.

As a results of surveying many possible transparent
phosphor materials such as alkali halide, 11 - VI compound and
oxide phosphors in order to obtain a novel electron trapping

phosphor material with high PSL brightness and low light
scattering, we found that transparent Eu-doped potassium
chloride (KCI:Eu) crystals exhibit an efficient PSL for
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optical stimulation with visible light after ultraviolet (UV)-

light excitation. In this work, we report PSL characteristics
of KCI:Eu storage phosphor for optical memory.

An intense PSL peak at about 420 nm was observed when the
UV-light irradiated sample was stimulated with 560 nm light at
room temperature (RT) . A typical PSL emission spectrum (solid
line) as well as stimulation spectrum (dashed line) for the

420 nm PSL peak from 240 nm UV-ray irradiated sample is shown
in Fig.1. Excitation spectrum (dotted line) for the 420 nm

PSL peak is also shown in Fig.1. Using the PSL phenomenon in
KCI:Eu phosphor, stored UV (KrF laser) write-in information

can be read-out using visible-emitting laser such as He-Ne or
Ar÷ ion laser.
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Fig.1
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HologrRphic Associative Memory Using Learning Pattern Method
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We have developed a new holographic associative memory (HAM) that uses learning
patterns derived from an adaptive learning rule. The principle of learning pattern method
(LPM) and simulation result of the present HAM are presented.

1. Introduction interconnection matrix of discrete and positive
Although the optical implementation of an elements.3 Then the matrix can be expressed as the
associative memory such as the Hopfield model can liner combination of new matrices T' as follows:
be done easily with vector-matrix multiplications' or
holographic systems 2-3, the performance may be W= aTS=,,( S s (
limited due to the practical difficulties of having (
pseudo-orthogonality in memory patterns and the s-- S-l

existence of undesirable stable states. The LPM where as is the constant coefficient and the matrix
utilizes the high performance of adaptive learning by TPis the outer product between learning vectors
using the simple outer-product learning usand vs with binary elements (1,0).
implementation in HAM.

3. Holographic Implementation of LPM
2. Principle of LPM The three two-dimensional binary patterns L, P, and
Let bm be the m-th memory pattern to be stored, then M are selected as the memory patterns as shown in
the error function E is defined as Fig.1, and they can be written in the form of 25(5x5)-

I N • bits vectors as follows:E = _2J -7_t!7)2. (l)
2 ,. Y ( (L): P =(l000010000100001000011111),

where om'and tI' is the actual output state and its (P: b2 =(1111010001111101000010000),

desired state, respectively. M: =(1000111011i0101!000110001).

N
2111020001211102000021111

(2 0333000000030300000000000S0333000000030300000000000
0333000000030300000000000
000030303000003000030000017 =7b1 . (3) 2111020001211102000021111
0000303030000030000300000
0000000000000000000000000We have adopted gradient-descent algorithm to get 0000303030000030000300000
0222202024024220000200000

the optimal interconnectionweight. 2111020001211102000021111
0333000000030300000000000

__ 0222202024024220000200000
.(4) 0313000000030300000000000

aWU 0000303030000030000300000
2111020001211102000021111
0000000000000000000000000The above algorithm is modified so as to obtain the 00000000000oo0oo00 oo00o000

0000303030000030000300000
2111020001211102000021111
0000000000000000000005550
0000000000000000000005550
oo00oo0000oo00ooooo0oo550

own 0000202020000020000203335

Fig. 2 The interconnection matrix W obtained
Fig. I Three two-dimemional memory patterns from the adaptive learning rule.
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Fig. 3 Ten learning pattern pairs (vSu , and their coefficients a s (s=l,2,...,10).

Figure 2 illustrate the 25x25 interconnection matrix
obtained by using the algorithm in Sec. 2. We can
derive ten pairs of learning pattern pairs (vs,us) and
their coefficients a. out of the matrix W after simple vs W
algebra (Fig.3). As shown in Fig. 4, the interference
patterns between the collimated beam passing Lerns
through the pattern vs and the scattered beam from
the pattern us and ground glass construct Ground Glass
holographically the outer-product between vs and
1ýs.3-4 The coefficients as controls the exposure time.
The energy function U is defined as follows:

i N N Fig. 4 Schematic diagram of recording the outer-
U - -/ : lV,,s + X(N0 )2. (6) product of learning patterns holographically.

2" U k1

where No is the number I's of input b'and X, is a 09
constant. It is important to use appropriate value of
X. because the stable state of energy and the input- 07 -06

dependent threshold level depend on it. Figure 5 I* . )•o
- 0 5shows the simulation results of the LPM for the oZ C 4

various values of X. The recognition probability is 0,3 9

defined as the number of correction recognition per . '02.5

total number of the inputs. The simulations were 0-
repeated over 300 randomly generated inputs of each L L -

Hamming distance (0 - 15), and the results are 0 1 2 3 4 5 6 7 9 10 1 12 13 14 15

averaged for the three memory vectors L, P, and M. Hamming Distance

We could get best results in the range of Fig. 5 Recognition probability versus Hamming distant
0.6 5 X •< 0.7. Figure 6 represents one of the of input patterns with various constant scale factors X.
correctly reconstructed output. In summary, all
memory patterns can be stored in stable state when
we use these learning patterns using LPM.
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Optical associative memory with bipolar edge-enhanced
learning

Xu-Ming Wang, Trevor J. Hall and Jian Wang

Department of Physics, King's College London, Strand, London WC2R 2LS, England

Abstract
An optical associative memory with bipolar edge-enhanced feature learning
by using a ferroelectric liquid crystal spatial light modulator and a barium
titanate crystal is presented. A high discrimination ability of input stimuli
is achieved.

SUMMARY

In an associative memory the recalled output can be understood as the weighted sum-
mation over the stored patterns. The weight is determined by the similarity of the
input stimulus and the stored patterns. To achieve a better association we increase
the wanted weight and suppress the unwanted ones. We can find the same objective
in optical correlation pattern recognition where we seek better discrimination ability
of a correlator. Therefore techniques used in pattern recognition can be applied to
the optical implementation of associative memories. The phase-only filter (POF) has
been known for its optimal discrimination. Investigations revealed that the magnitude
squared of the impulse response of the optical correlation system using a POF is the
edge outline of the original reference and the histogram of the impulse response consists
of both positive and negative values; the positive part lies predominantly inside the
outline while the negative part lies predominantly outside the outline. According to
this property of the POF filter we can produce ternarily valued edge-enhanced versions
of the patterns to be stored by the associative memory. In the bipolar edge-enhanced
version of a pattern, pixels are assigned values of 1 and -1, respectively, if their po-
sitions in the original pattern are adjacent to the outline of the object and are inside
and outside the object, respectively, while the other pixels are given the value of 0.
The bipolar edge-enhanced pattern has nearly equally distributed positive and negative
pixels besides the zero valued pixels, which meet the equal-distribution requirement for
an associative memory.

We set up an optical associative memory which uses a barium-titanate photorefrac-
tive crystal as the memory recording medium, a ferroelectric SLM as the programmable
input device and a charge coupled device camera as the output detector. The use of a
photorefractive crystal enables the interconnect hologram to be recorded into the mate-
rial in real-time, which also introduces reconfigurability into the system. The use of the
SLM permits a programmable system. A 33 x 33 fanout computer generated hologram
is used to project the laser beam onto the SLM. The use of a CGH in this experiment is
two-folded. One is to pixelate the pattern displayed on the SLM in order to increase the
displaying contrast ratio. The other purpose is to take the function of a ground glass
as used in some reports. In the optical system performing the bipolar edge-enhanced
feature learning, both the original patterns and their bipolar edge-enhanced versions
are displayed on a binary SLM with the edge enhanced and the original corresponding
to the input and output, respectively. The ternary modulation is realized in the fol-
lowing way: Three pictures, A, B and B', respectively, are simultaneously displayed on
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the SLM. The fan-out beams of the CGH illuminate patterns A and B. Beams passing
through B will be reflected and coincidedly imaged pixel-wise onto B'. Polarizers are so
placed that light passing through A and B is binarily amplitude modulated while light
passing back through B' is binarily phase modulated. Therefore light passing through
both B and B' is ternarily modulated. The light interferes at the crystal and forms
a volume hologram within it. Patterns are memorized by being input into the SLM
in turn. For optical demonstration, five 13 x 13-pixel Chinese characters, four as the
memory patterns and one as the false input stimulus are chosen.

For associative recall of an original pattern, its incomplete version or the edge-
enhanced version can be used as the input stimulus, in place of B or B'. The weights of
the weighted output are determined by the inner products of the input stimulus and the
corresponding edge-enhanced patterns. If one of the stored memories has the largest
similarity with the input the weight for that stored pattern will be much larger than
the other weights. Hence high discrimination amongst the stored patterns is achieved
and then the association performance is improved. We have calculated the weights
for the original bipolar Hopfield model (BH), where the input stimulus takes bipolar
binary form, and the corresponding values for the bipolar edge enhanced model (EE).
An average improvement of discrimination from 73% (BH) to 80% (EE) is achieved.
Here discrimination is defined as the average ratio of difference in the weights of an
expected memory and an unexpected memory to the weight of the expected memory
which is used as the input stimulus. It is equivalent to a high order nonlinear system
with an order of 1.3. There is a dramatic drop in the output energy, normalized to the
input energy, when a nonstored pattern is input into the system. This implies that the
system has a strong discrimination among the stored and nonstored patterns. It also
suggests that this phenomenon can be used as a measure to decide whether the input
is a memory of the system. Partial information addressability is also investigated. The
results show that the system can also perform the partial association except for a slight
decrease of the output signal to noise ratio. When the edge-enhanced versions are used
as the input stimuli the output is better than in the first two cases.

We also perform a computer simulation to evaluate the retrieval error of the pro-
posed learning algorithm. Most of the performance evaluation of a neural network is
statistically carried out by computer simulation where the stored patterns are randomly
generated. But a random pattern might be meaningless in practical applications, where
most of the patterns involved are obtained from the real world. So the storage capacity
will be lower than the simulation prediction. Here we choose the frequently used chinese
character set, which consists of 3755 characters in a 16 x 16 bitmap format. We simulate
the relationship between the retrieval error averaged over 200 independent simulations
and the number of the stored patterns, where stored patterns were selected randomly
from the 3755 character library. We calculate the cases for the Hopfield model (HM),
its bipolar counterpart, the BH, and EE. Computer simulations show the retrieval error
for EE is much smaller than those of HM and BH. When the stored pattern number is
9, the error for the three are 6.99% (EE), 17.8% (BH) and 33.5% (HM), respectively.
We also test a modified EE algorithm (ME), where the edge-enhancement is so carried
out that for a 1-valued pixel its value will be reset to be the number of its 0-valued
nearest neighbour pixels, and for a 0-valued pixel its value will be reset to the negative
of its 1-valued nearest neighbour pixels. With the same simulation as above we find
the corresponding retrieval error is now 0.732%.
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Self-routing using an Pulse Interval Coded Optical Content Addressable Memory

Subrat Karl

Atrac
At multi-gigabaud data rates, the unacceptable overheads of OIE-E/O conversion
may be avoided by sef-routing of optical data streams. We discuss a scheme by
which data may be self-routed through a optical switch using an optical content
addressable memory. The integrated optic realization of this element and its
application to a synchronous time slot interchanger are also discussedL

Introduction

A novel self-routed slot-switching scheme using an integrated optic directional coupler is
outlined using a pulse interval coded optical content addressable memory (PICOCAM). The
integrated optic devices required for its implementation are also outlined. This bit-switching
approach avoids the bottleneck in speed imposed by the electronic drive circuitry in electrc -'tic
switches.The scheme achieves bit-wise self-routing in a 2x2 two-wavelength cI
multiplexing photonic element - an integrated optic directional coupler (IODC) or the c-
mode interferometer (TMI) structure.

We use a four-port (2x2) optical switching device which switches its inputs as a function of
their wavelength. Thus, input data presented on one of two wavelengths X1 and X2 would cross
over to the other waveguide if presented on wavelength )I and would remain in the same
waveguide if present on wavelength X2. Therefore, assuming broadcast states as forbidden, the
two-state functionality of the switch is preserved. By avoiding the associated drive circuitry, the
scheme allows data throughput at near optical rates. Further, the switching scheme is inherently
real-time i.e. the response time of the switch is less than the data bit width. The responsibility of
presenting the data to the switch with the appropriate wavelength now devolves on the input -
the data must be recognized and converted to the appropriate wavelength before it is input to
the switch.

We assert that, in any non-faulty rearrangeably non-blocking PSA, if the routing architecture
is known, the set of connections Ti between any set of inputs and outputs is deterministic.
Further, this assertion implies that if In is the set of inputs and On is the set of outputs, then for
all Te In x On, the set of states S, of every switch un is known. For instance, in a 3x3 switch
with two-state switches (through/cross) the number of possible connections are given by the
following six sets: SI = (0, 0), (1, 1), (2, 2); S2 = (0, 1), (1, 0), (2, 2); S3 = (0, 2), (1, 0), (2, 1);
S4 = (0, 0), (1,2), (2, 1); S5 = (0, 1), (1, 2), (2, 0); S6 = (0, 2), (1, 1),(2, 0) We note that, for
some connections (represented by the set ST), the switch is in the through state while, for other
connections ( represented by the set Sx), it is in the cross state. Furthermore, for each switch,
the sets ST and SX arepredetermed and ST = (In e On }\SX In switch 1, for instance, ST
= 1S, S2, S3, S4 I and Sx = (S5, S61.
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The routing function can be obtained by the considering each switch as a optical content
addressable memory (CAM) whose output is I if it contains the required data and 0 (null) if it
does not. The recognition of the data at the switch is done using a pulse-interval coded optical
CAM (PICOCAM). The set of possible destinations D ( i.e. two sets of destinations for a single
switch ) of a data bit is split into two sets ST and SX as shown in the table below.

Switch No. ST SX

1 1,2,3,4 5,6

2 1.4 2,3.5,6

3 1,2.5 3.4,6

A data bit bound for a destination d : ST (Case I) requires the PSE to be in the through state
and must be presented on wavelength X1. Similarly, a data bit going to a destination d e SX
(Case I) requires the PSE to be in the cross state and must be presented on a wavelength X2.
Each data bit is encoded in the PICOCAM format as follows: each bit is translated into an
equivalent header consisting of n+l slots (SO,....Sn) of duration T each where n is the number
of destinations with a guard delay E between each slot (for a single switch, n = 2).

We discuss the realization of this CAM structure using fiber optic delay lines. Also the
monolithic integration of this device onto a Lithium Niobate substrate is discussed. The
calculated data rate, therefore, is determined by the largest pulse interval -- for the fiber optic
delay line structure we discuss, this is 506 picoseconds - which corresponds to a fixed data
throughput of 1.97x 09 Hz or nearly 2 Ghz. Since this routing scheme requires no switching in
the electronic domain, the throughput expected is high and at the speeds defined largely by the
optical inputs and the response times of the opto-electronic components used.

As an application of the PICOCAM element, we also discuss the implementation of a self-
routing synchronous time slot interchanger based on the PICOCAM element -- a stream of time
slots is manipulated to achieve an interchange of time slots in such a way that the ith input slot
occupies the jth output slot if input i is to exchange data with output j. The destination of each
slot is slot-coded into a part of the slot using spread spectrum codes with sorting achieved
using coincidental pulse techniques. A suggestion for an all-optical implementation of the
proposed scheme is also given.

Ti:Lifb3 waveguides output fiber to APD/LD
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Use of Multiplexing Diffraction Gratings and Holographic Lens

Arrays in Optical Associative Memories

V.F.Yarmolitskij, A.I.Bogdanovich, A.M.Polikanin, V.I. Polyakov

Institute of Electronics, Academy of Sciences of Belarus

22 Lagoiski Trakt, Minsk-90, 220841 Republic of Belarus

Tel. (0172) 65 34 38, Fax. (0172) 65 35 41

ABSTRACT. The paper discusses the design and operation of an optical

associative memory (OAK) in which effective optical coupling between

memory elements is realized by using phase diffraction gratings and

holographic lens arrays made by specially developed technology.

Experimental results are presented corroborate a promising potential of

the OAN variant under consideration.

One of the problems arising in implementing an optical associative memory

(OA) structure concerns provision of an effective illumination of light-

modulating and light-recording elements of the OAM [LJ. This study concen-

trates upon the possibility of solving the above-mentioned problem by

using a set of diffraction gratings (DG) and 2-D holographic lens arrays

(HLA) as multiplexing and denultiplexing elements of the OAM.

The following figure illustrates an optical circuit of the OAM.

L4  632 I
LB LPA

DG4 LMA DGi ORM 1ILA

In associative search of information, a laser beam is split by a DGI

into n rays of equal intensities and illuminates a linear modulator

array (LKA) having n channels. Then, the search-word modulated rays are

divided by the grating DG2 into a rays in orthogonal plane. The raster

of a x m rays (where n is the number of paraphasing bits search words,

m is the number of search words stored in the memory) simultaneously

illuminates all cells of an operative recording medium (ORM). The search

word code is compared with the corresponding inverted code of the searched

data in accordance with the total mismatch principle, and the result of

--- . •S.
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comparison is projected to a linear photodetector array (LPA) by means of

an HLA consisting of n x m holographic lenses.

The peculiarity of the optical circuit proposed is that it ensures te-

lecentrical path of rays which minimizes abberrations and gives the

possibility of arranging active elements (LMA, OliN, LPA) in the regions

of laser beam waists, resulting in lower circuit sensitivity to distor-

tions in the light raster and reducing crosstalk.

In the prototype version of the OAK, we used phase diffraction gratings

made of dichromated gelatin (DCG) layers by a specially developed method

using multiple contact replication of metallized master grating with 20 iMm

spacing and rectangular slits. Owing to nonlinearity-build up effect, non-

uniformity of the energy distribution over diffraction orders of the

gratings was within about 10% up to the 1 5th order, the energy efficiency

of the grating being 801. Maximum deviation from equidistant position of

diffraction maxima was not greater than 4%. The holographic lens arrays

used in the prototype was made on DCG layers in laboratory conditions. The

array contained 102 holographic lenses with average diffraction efficien-

cy of 601 and the diffraction efficiency nonuniformity over the array

field of 5%.

Taking into account losses in multichannel DKDP-based light modulators

L2J used as [NA and ORM, the integrated light efficiency of the proposed

scheme was about 35%, which, in our opinion, makes it promising for use in

optical associative memory structures.
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ABSTRACT
Reversal input superimposing technique is applied to an optical learning mnural ne.work. Optical neural
networks introduced the technique are not necessary to use negative weights and subtraction, and
inerenly constructed all optical systems.

1. Introduction
In general neural network models, the synaptic weights and the weighted sum are the finite real values.

It means that some of them have minus values. In the other hand, to implement optical neural networks,
usually the output of neurons and the values of weights we represented by optical intensities, transtrittances or
refrectivities. It is hard to realize minus values under these representations. Therefor, in some optical neural
network systems, the twice weights, separated plus and minus weights are used. After each weighted sum
operation, these values awe subtracted by electronic circuits[1,2]. In this approach, twice pixels of weight matrix
and electronic subtract circuits are required and the system speed is limited by these circuits. In another case, the
weights are added with a bias and the thresholds of each neuron are changed according to the total values of
inputs. In this case special hardwares to realize controlling the each threshold are needed, and an all optical
system is impossible.

We proposed the reversal input superimposing technique (RIST) to avoid above problems[3,41. In this
paper, we report an optical learning neural network with RIST. The optoelectronic neural system based on RIST
is implemented and learning capability is realized by using a Pockels readout optical modulator (PROM)
devic[5].

2. Principle of RIST
Consider general discrete neural network models consisting of M neurons, which receive the same input

signals X = (x, ....,xr...,x,) from N input neurons, and emit respective output signals V = (vl,....v.,...,vM). Let
wjhe the synaptic weight from the i-th input neuron to j-th output neuron. The j-th weighted sum of input
signals u1 and the output vý we written as

adt
S(u), (2)

where hj is the j-th value of a set of the thesholding values H - (h, ..... hj,...,hM) and f is a nonlinear output
function. Introducing a constant a, Eqs.(l) and (2) me rewritten as

u'| = wj, + at)X, + aE41 - X) (3)
sad

V, (4)

whene f(y) -= y-Na). The thresholding values H = (h) are neglected because they can be treated as sam as the
synaptic weights. The constant a is a bias of the weights w ad is determined to a > -min(w), where min(wj)
denotes the minimum values of a set of the weights W = (ýw). Hence, the biased synaptic weights (w+a) of
the first term in Eq4(3) me necessary to be positive. The input x, is ranged from 0 to I in many neuron models.
In thee case, ({-xj of seconid sum in Eq.(3) ame e reversal values of the inputs x, in the range of 0 to 1, and
positive. Under these conditions all terms of Eq.(3) me all positive and easily realized by optical techniques. r is

l . .
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the niwnear function with the thresholding value which is slid the constant Na from f in Eq(2).

3. Optical Implementation and Experiments
The experimental system of an optoelectronic neural network is shown in Fig. 1. He-No laser light

(633mn) is used at the recalling process. Input signals of neurnus we polarization encoded by a liquid crystal TV
(LCFV) panel which has not an analyzer. The upper path (PATHI) of the system performs a weighted sum
operation which is the f irt term of Eq.(3) with input signals. Thbe lower path (PATH2) realizes reversal inputs
of the second term. And these calculated results we superimposed and detected by a CCD camera. Thie balance of
these signals ane adjusted by the angel of a half wave plate in PATH2. To achieve the learning capability on the
system, a PROM device is located in PATH 1. The PROM is written or erased by white light according to the
values which displayed on the LCTV. Therefor it is not necessary to align the weight matrix on the PROM and
input signals on the LCTV. The modification values of the weights we calculated firom the teaching signals and
the recalling results by a

comutr-Beamn Splitter Polarizer
system, & input and 8 output PO
neurons system is realized. 3 HNeR....PATH 1
input patterns of 8 bits are-1
stored by the system. TheCD
weights on the PROM start Suc2:....
from random values nearby PTI4
the constant a which is the Wie Hwfl lt
half value of the dynamicLih
range of the device. TheT
learning curves are shown
in Fig.2. By 13 iterations, PBS: Polarization Beam Splitter Img oes & copue
the weights went to right
Values and the emx went downi Figure 1 Experimental Setup of Optical Learning Neural Network with RIST
toO0.

4. Conclusion
Reversal input superimposing technique 6.0.

is applied to an optical learning neural network.
Optical neural networks introduced the technique 5.0. - --- Pattern2
are not necessary to use negative weights and P~m

sutato.The learning capability was applied to 4.oaJ Erro
the optoelectronic system using a PROM device 40 oa ro
and verified at the performance with an 8-8 neurons

n Tworh auhr hn S.lshihara, H.Yajima 20

and Tifdaka of Electrwchnecimcl Laboratory for 2. -0
useful discussions and encouragements. Thanks we 1.0
also due to Y.Osugi of NGK Insulators, Ltd. for
providing the PROM. 0.0.M
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For die ftrst time real-tine optoelectronic fusy control of an inverted penduhm is realized The system
ases arithmetic product-sum-gravity method with Gaussian -like memberslhp functions. Membership functions
and center-of-gravity operations are realized using LEDs and position-sensing-devices.
1introduction

High-speed optoelectronic analog fuzzy inference technique has been proposed[l] using
beam-scanning laser diodes (BSLDs)[2] and position-sensing-devices (PSDs). The inference process
uses an arithmetic PRODUCT-SUM Gravity method with Gaussian membership functions and the
controllability of the inference method is better than conventional MIN-MAX Gravity method with
triangle membership functions[3]. The inference speed of the system will be more than several tens
of MFLIPS (Mega Fuzzy Logical Inference Per Second) using high-speed operation of the beam
scanning laser diodes. However, a real system control using the BSLDs has not been yet realized
because of the present low resolution of their far-field pattern.

In this paper, configurations of optoelectronic antecedent and consequent fuzzy operation units
using an LED array and a PSD are proposed. Furthermore, the first optoelectronic control system
using the consequent unit is realized and its usefulness is demonstrated using an inverted pendulum.
2. Optoelectronk analog antecedent and consequent units

Figure 1 shows a schematic configuration of a fuzzy antecedent grade evaluation unit, which
calculates the satisfaction of a fuzzy antecedent rule. In this figure, 1, 2 and 3 serially-wired LEDs
are connected with the input in parallel. 1, 2 and 3LEDs start emission in turn with increasing the
applied voltage. Because a PSD can detect a center-of-gravity of the radiation pattern, Gaussian-
like membership function is realized by position and emitting characteristics of the LEDs. Figure
2 shows a schematic result of several membership functions. Peak position of the function is
controlled by value of the resistors and level-shift--diodes.

Figure 3 shows a schematic configuration of an optoelectronic fuzzy consequent operational
unit. Unified output membership function by superposition of LED radiations and defuzzification
of the radiation patterns are realized by an LED array and a position sensing device. Figure 4
shows an example of defuzzification of the unit. Unequal interval of each PSD output reflects the
separation of each LED of the array.
3. Inverted pendulum control system

Figure 5 shows a schematic configuration of optoelectronic fuzzy inverted pendulum control
system. A 50cm-long free-rotating inverted pendulum is on a stepping-motor-driven cart. Input
data for the fuzzy control are angle of the pendulum, which is measured by a rotary encoder, and
angle velocity, which is calculated by the difference of measured angles. Consequent fuzzy
inference processes are realized by the optoelectronic operation unit and antecedent fuzzy inference
processes we simulated by a personal computer. Figure 6 shows schematic experimental results of
various experimental conditions. Angle of a controlled inverted pendulum after initial perturbation
(40cm/sec, 0.3sec) is displayed as a function of time. Cases of optoelectronic control (0.015
sec/cycle) and pure electronic fuzzy control (0.08 sec/cycle) are shown in the figure. Difference
of the cycle time are from introduction of optoelectronic processing. Control gain of HIGH in the
figure is 4.5 times than that of LOW. The results show the superior controllability of the
optoelectronic system.
4.Concluslon

First real-time control of an inverted pendulum is realized based on an optoelectronic analog
fuzzy inference System. Both antecedent and consequent parts of the fuzzy inference is realized
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by LED wrays and position-sensing-device arrays.
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Abstract

Hybrid analogue/digital optoelectronic devices allow implementation of practical optical
neural networks. A smart pixel design to perform a unique learning algorithm is presented.
Network simulations reveal the advantages of high contrast receivers/transmitters/neurons.

Motivation for Implementation of Optical Neural Network.

A major strength of optical computing architectures is the high degree of parallelism which
can, theoretically, be exploited. However the actual implementation of such highly parallel sys-
tems can be problematic with non-uniformity of the processing elements being a major drawback.
A fault-tolerant neural processor may be used to overcome these non-uniformities at the cost of
more individual thresholding elements and greater in-unit complexity. However the large fan-
in/fan-out requirements of such networks prevent the full realisation of the potential of the neural
paradigm in conventional silicon electronics. Indeed the extension of neural ( or hybrid ana-
logue/digital ) processing to more complex tasks requires a novel approach to algorithm design
that exploits the dynamics and physical characteristics of the technology of the implementa-
tion. Optics is a natural medium in which to conceive neural processor design due to the high
communication bandwidth available. A topology for such a hybrid implementation of a simple
perceptron-like neural network [1] is presented in Figure 1.

Implementation of an Optical Neural Network.

The devices used in the neural plane of this network are S-SEEDS although a similar network has
been simulated using the NLIF clam of device. [2] The behaviour of the S-SEED is well modelled
[3] and is potentially suited for use as a thresholding neuron. The dual-rail nature of the device
permits dynamic alteration of the threshold level of each neuron. The learning algorithm used
by the network is designed to exploit the dual-rail and dynamic thresholding behaviour of the
S-SEED neurons.

The network presented here has been simulated on a digital array processor for a 32 unit
network and a number of simple problems tackled. These include pattern recognition, compos-
ite Boolean functions and simple arithmetic. The number of presentations required to learn a
particular function is shown to be dependent upon the optical characteristics and dynamics of
the devices employed. For example for optimal operation a higher contrast ratio than currently
acheivable with S-SEEDs is desireable, therefore the basic S-SEED may not be the ideal device
to deploy in the neural plane. Two avenues currently being explored to produce higher contrast
ratio neuronal devices are AFPMs (4] and smart pixel neurons [5].

Smart Pixel Design for the S-SEED Optical Neural Network.

The integration of optical modulators with electronics allows units to be designed which can
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calculate the changes in the weight matrices produced by the optical outputs from the neural
plane. The hybrid technology can also be used to perform the multiplication of each optical input
by the appropriate weights. By utilising an assymmetrically clamped S-SEED the voltage input
Into the circuit can be linearly dependent upon the optical power incident upon the one of the
windows of the S-SEED. This allows the weight update circuitry to be simple and to perform its
task with the minimum of propagation delay.

In general the simulation of the complete network allows us both to optimise the algorithms
and to evaluate the effectiveness of particular device/architecture combinations.
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An Optoelectronic Neural Network
With On-Line Learning
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Abstract

An optoelectronic implementation of a multi-layer perceptron with on-line learn-
ing is presented. Results obtained from two demonstrator systems are reported.

Summary

An optoelectronic implementation of a multi-layer perceptron with on-line learn-
ing is presented. Results obtained from a transmissive design demonstrator and a
simpler, more compact, reflective design demonstrator will be reported. The basic
design philosophy, which is the same for both systems, is presented.

Both demonstrators exploit an optical matrix-matrix multiplier with a spatial
light modulator shutter array and computer generated holograms and refractive
micro-lens arrays providing the required fan-out and fan-in functions. The latest
system consists of a reflective architecture whereby different areas of the same spatial
light modulator (SLM) are used simultaneously for the input to the system and for
weighting the interconnect, thus facilitating a significant reduction in the size and
hardware cost of the system (compared to the two SLM tiansmission architecture ).

The implementation technology places constraints on the network model not
found in software simulations such as the need to accomodate hard thresholds and
quantised weight values. Unfortunately, the most sucessful learning algorithms in-
volve the evaluation of a gradient which is not possible to calculate in this case.
We report on how successful on-line learning may still be achieved using either a
heuristic self-optimisation algorithm or a rigorous stochastic approximation algo-
rithm. For the classification of nine 64 pixel binary patterns containing up to 16%
pixel errors using a system with 16 quantised weight levels, classification accuracy
was increased from 93% to 97.6% with the application of self optimisation.

Results of a demonstration of the system configured as a back propagation neu-
ral network is presented and comparisons are made between results obtained from
transmissive and reflective architectures.

D. Pignon, Physica Department, King's College London,
Strand, London WC2R 2LS
Telephone: 071-836 5454 Ext. 3718
Faz: 071-896 1799
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Optical Implementation of Signal Feed-forward and Error Back-propagation
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Abstract : Both signal feed-forward and error back-propagation paths for adaptive learning of TAG
neural network model are implemented by a single ground glue, which provides much higher diffraction
efficiency and interconnection density.

Introduction : Our goal has been to find solid compact optical architectures for large-scale implemen-
tation of artificial neural networks with adaptive learning capability. We had proposed a new adaptive
neural network architecture, TAG(Training by Adaptive Gain)[11, which consists of the random fixed global
interconnections and local adaptive gain-controls. The TAG neural network model is suitable for large-
scale optical implementation owing to much less adaptive elements. The fixed global interconnections may
be implemented by multifacet hologram[1,2], volume hologram[3], or ground glass[4], while the adaptive
gains are done by spatial light modulators(SLMs). The fixed global interconnections are predetermined
randomly or obtained from any learning algorithm for standard patterns. The ground glass is more ad-
vantageous for random interconnections with much higher diffraction and interconnection density. In this
paper, the optical signal feed-forward architecture with ground glass(4] is extended to incorporate error
back-propagation. Both signal feed-forward and error back-propagation paths are implemented by a single
ground glass, and adaptive learning has been demonstrated for hetro-associative memory.

TAG neural network architecture : Number of adaptive elements for synapses is a major limiting
factor for practical large-scale implementation of neural networks. As shown Fig. 1, TAG model consists of
fixed global interconnections and local adaptive gain-controls, which results in much less adaptive elements
and becomes advantageous for image classification with large number of pixels. In mathematical notations
output 1i is represented as

S= S(O , = Zvij~jhawiag (1)
k,1

where zi, and pi denote activations of kith input neuron and ijth output neuron, respectively. S(.) is a
Sigmoid function. To train the TAG model, we have adopted gradient-based least-square-error minimiza-
tion algorithm. And the total error E is defined as E = r, 'ij(4j - tlj) 2/2, where * is an index for
each clau (input-output pairs), y is the actual state of an output neuron, and t is its desired state. The
learning rule is based on the error back-propagation. By applying chain rule, the partial derivatives of E
with repect to the local gain-controls vij and whI are obtained as

19E _ýE
S- =E "_ ,,/ (2)a ,

where jeq is argument of the Sigmoid function in Eq. (1) with input ZIi. The 6bi and 4, are output and
input errors, respectively, and defined as

64 = (1eq - t6!)SV(i2 ) , '41 = F'6i4vijThjsatoaI (3)
id

The single-layer TAG may be cascaded for multi-layer architecture, sad still error back-propagation is
applicable for training of the local gain-controls.

Optical implementation using ground glass : For the fixed global interconnections multifacet holo-
gram(MFH) may be used. However for very large scale implementations the MFH shows limited intercon-
nection density and low diffraction efficiency. We had developed the optical implementation of TAG model
for only the forward signal path using cheap ground glass[4], while error back-propagation was performed
by a personal computer(PC). But, learning in a conventional computer is often a very time-consuming
because of (transpose matrix)-vector multiplication for the error back-propagtion.

In Fig.2, a schematic illustration of optical implementation for single-layer TAG model with both sig-
nal feed-forward and error back-propagation paths using a single ground glass is shown. As described in
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Re. [5], a single SLM with multifacet hologram architecture may be used for both forward and back-
ward(transmpose) path with N4 weighted interconnections, and now replaced by a cheap ground glass for
random interconnections. For forward signal path, the local gain-control whl is combined with input Z&..,

and displayed at CRT with gray levels. Uniform laser beam incident at the mirror side of the LCLV
generates a 2-D optical patterns corresponding to Wkizk's, which is multiplied with random fixed glob-
al interconnections Tj,5 's by the ground glass. The diffracted lights at the LCD panel plane become

vij 1%= 1'W ,I ibuW&,zh. When all pixels of LCD panel are set clear, this diffracted lights, reflected by
the beamsplitter(BS) and passing through relay lenses Li and L2, can be detected by Detectorl(CCD-
Camera). The output gain-controls vj 's, the sigmoid operation, and calculations of errors 6ij's at output
neurons may be performed by a personal computer. In case of error back-propagation, all pixels of LCLV
are set clear, and the combined error vj6i1 is displayed at the LCD panel. The lights collected by the De-
tector2 are products of the form 6j, viiTjki by aid of Lens L3 with SLMs. The adaptive local-gain changes
for wtg and vj are implemented by a personal computer. The personal computer in this experiment may
be easily substituted by 2-dimensional arrays of smart pixels consisting of photodiodes and appropriate
electronic circuits. The simplicity of this architecture with cheap ground glass is a big advantage over
existing architectures using volume holograms, lenslet array with SLMs, or multifacet holograms.

In the experiment, to simulate bipolar synapses, difference between two neuron values are used. And
bipolar input patterns are handled by a time-multiplexing technique. This optical system is currently
trained to classify six 5 x 7 number patterns.

Conclusion : We have demonstrated the feasibility of optical implementation for the signal feed-forward
and the error back-propagation by a single ground glass. Provided 2-dimensional arrays of photodiodes and
electronic circuits were available, this TAG with ground glass may come up with compact solid electro-optic
artifical neural networks.

Acknowlegement : This research was supported by Korea Science and Engineering Foundation.
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Fig. 1 Single-layer TAG architecture Fig. 2 Schematic illustration for the experiment of optical
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error back-propagation path.
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Abstract:
A new architecture combined with an optical Fourier transform processor
and a three-layer optical neural network is proposed. This hybrid system can
reduce a number of neural elements.

Optical neural network computing is of interest in terms of massively parallel computing.
Many optical neural network systems based on the matrix-vector multiplication architecture,'"
however, are limited in a scale of parallelism, because of spatial resolution of optical systems
and spatial light modulators. Besides, when the bipolar synaptic weights are represented by
optical intensity, they are divided into positive unipolar weights and negative unipolar weightsr.
This means that twice number of the synaptic weights are needed. To solve these problems, as
an alternative method, we introduce optical feature extraction techniques. The feature extraction
can map the data onto a new feature space. The data on the feature space are subjected to input
data for an optical neural system. If we can design a suitable mapping system, the ability , the
function, and the size of the optical neural system could be reduced.

We propose here a new type of neural computing with a preprocessor for f-ature
extraction to reduce the number of neural units. A variety of optical feature extraction techniques
have been discussed, which include analog"M and digital methods M. The Fourier transform, the
Hough transform, the polar coordinate transform, the scale-invariant transform and so on are
typical examples of analog methods.
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Fig. I Concept of a hybrid optical neural computing.
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Figure 1 shows a concept of a hybrid optical neural network using the Fourier transform
which is one of feature extraction preprocessing. We note that a Fourier transform of a real
object is shift invariant and point-symmetrical. A half region of the Fourier transform is connected
with positive synaptic weights, the other region negative synaptic weights. This procedure
reduces half the number of weights to display on a spatial modulator.

Computer simulation for the feature extraction preprocessing and the neural network
with the back-propagation learning algorithm is performed. We consider a three-layers neural
network consisting of 64x64 input layer neurons, 64 hidden layer neurons, and 5 output
neurons, to recognize 26 alphabet characters of 64x64 pixels. At first we calculate Fourier
transforms of input images. Because of point symmetry of Fourier transform images, the half
of transformed images are used. Figure 2 shows the change of the squared sum error of 26
characters vs iteration times of learning iteration in the cases when inputs for the neural
network are;

(1) original character images without Fourier transforming,
(2) Fourier transformed images
(3) half of Fourier transformed images.

We have estimated the recognition
ability for non-shift and for shifted 35- NonFr
input images using the value of the -D Full Area of FT
weights and offsets when the learning ------ Half Area of FT
is completed. Figure 3 shows the 2.
error rates of recognition for each 2D "
input pattern with and without
random shift within 4 pixels. The 15.
results indicate reduction of the error
rates due to shift invariance of the |
Fourier transform. The feature 5.
extraction preprocessing has two 0
advantages; reduction of the number o 100 200 300 40 WO 6o o0
of neuron units and shift-invariance Iteratlos
for input patterns. Fig. 2 Change of the squared-sum error
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Abstract

We present an optical implementation of the recognition stage of a Kohonen-like
neural network based on a supervised learning algorithm. The set-up includes diffractive
optical elements to both store and address the weights.

1. Introduction

Our work involves the study of optical implementation of neural networks.
We describe the optical implementation of the recognition stage of a neural
network based on Kohonen's feature maps. Indeed, this stage can be understood
as a multichannel correlation and thus is well suited to an optical
implementation.

2. Learning algorithm

We use a supervised learning algorithm, based on Kohonen self-
organizing feature maps, for pattern recognition. While in the classical Kohonen
algorithm the map is self organized by the inputs according to their probability
density function, pattern recognition applications need some supervision to map
together similar stimuli in terms of their context and not in terms of a known
vector distance metric. We adopt here an idea previously used for semantic map
organization [1] adapted to pattern recognition [2]. The basic motivation is to
organize the map by the patterns and their association targets simultaneously. A
by-product of this process is that the class labelling of neurons on the map
emerges during the learning phase, while in the classical Kohonen maps the
labelling is achieved after the learnig stage.

3. Numerical studies

The algorithm and its application for handwritten digit recognition have
been numerically implemented. More precisely, two points relevant to an optical
implementation were studied. For classical Kohonen feature maps, the selection
of a neuron is made by minimizing a distance between the input and the weights.
For an optical version, it is easier to maximize an inner product, which is strictly
equivalent to minimizing a distance under the condition that the weights and the
inputs used for the learning stage are normalized. Another point of matter is to
study the influence on the results during the recognition stage when using a
binary hologram instead of an actual weights map.

4. Experimental work

6
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For our set up, the size of the inputs is 16x16 pixels and the Kohonen map
has 8x8 neurons so that 256x64 weights must be coded using a hologram of
1024x1024 binary pixels. This set up is a slightly improved version of a
previously-used one for the implementation of an associative memory [3,4]. It is
specifically designed to achieve a multiplexing of connection holograms
involving a special coding scheme for the weights matrix, that we called
Frequency Multiplexed Raster (F.M.R.). It leads to standard spatial filtering set up
except that the inputs must be sampled in a special manner and the holographic
filter contains the F.M.R. coded synaptic array. An holographic element
(microlens array or Dammann gratings for instance) enables the achievement of
the sampling scheme of the inputs.

This component and the connection hologram consist of a silicon substrate
processed by traditionnal means : contact-lithography using e-beam designed
masks and reactive ionic etching (R.I.E.).

The output image diffracted by the connection hologram is detected using
a CCD camera. This image shows the activation of the neurons. For the classical
Kohonen algorithm, a special kind of non-linearity called "winner-takes-all" is
used, which means that only the most active neuron is retained. In our case, the
difference between neurons activation is first emphasized by quadratic
detection. The decision is then made by a micro-computer and suitable software.

5. Conclusion

As a conclusion, we present results for the three steps of an optical
implementation : software implementation for the learning algorithm,
numerical simulation of the optical implementation and preliminary
experimental optical implementation. We are still working on the experimental
part of this work in order to improve, in terms of dynamic range, the quality of
the storage of data for the connection hologram.
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ABSTRACT

Optical Neural Network formed by placing the holography
correlator into the linear resonator is discussed.
Variation of the attractor position by means of inhibitory
optical interconnections to achive new solution types is
proposed. The experimental. results are presented.

Optical Neural Network (ONN) under consideration consists
of two neuron layers - image I and correlation C, which are
coincide to the image and correlation planes of Van der' Lught,
corr-lator. In these layers there are the phase-conjugating
mirrors, forming the linear resonator. Interconnect/ion mat/rix
which associating the pair of the learning vectors - reference
image R in layer I and 6-function in layer C is realized as
holography filter.

Usiaily, this airchitecture is considered an the
bidirectional associative memory only [1,2]. The reason for
this is that this NN has unique attractor in the space of the
network states and this attractor corresponds to the pair of
the learning vectors 111.

However, other solution types wer demonstrated on this
ONN - associative processing with common or different parts of
the input and reference images restoration C3,4]. These
experimental results contradict the conventional optical
associative memory theory. In this paper the approach based on
the anilysis of the interconnection massive and network state
space in proposed to explain these results.

To achivo these now solution types (except associative
memory) the position of the attractor in the network state
space must be changed. Associated pair R .- * 6 must be replaced
by the pair-, including the common part of the "eferonce and
object imagos R' in the layer I. To do this, the neurons in
layor I (I-neurons), corresponding to the vector CR-R'), are
inactivated by the inhibitory interconnections involving.These
inhibitory interconnections were absent in the original
matrix, activating interconnections only were presented. And
the interconnection matrix must not be changed phisically
(i.e. the hologramm must not be rewr•itod) because R' is not
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known a'/p.-ori. Therefore, the matrix changing is adaptive to
the input vector, but no new learning occurs.

The second voctor (in layer C) of the new pair, which is
associating by holography filter, is (R*R') and the inhibitory
Interotnnections from C-neurons corresponding to the (ROR')
sidolobe are used. But the inte-connections using themselves
in Impossible due to realization them by hologramm and this
hologramm must not be rewriting. That to why the problem is
solved in layer C. C-nourons activated by R' only must be used
to suppeas (R-R'), but it is impossible because part of
C-nour-ons a"e activated by both R' and B, where B is the part
of input vector, that B n R - 0. The impossibility of the
separation of the Interconnections C*R' from C.B results in
activating of the I-neurons corresponding to B , but this
result is neither B nor R', but the noise is. This noise
depends on the aligrment and allocation of R' and B in I. The
number of activated C-neurons is optimused to decrease this
noise in the output vector by proposed for this aim power
criterion.

Unlike the activating interconnections 6-WR, the
Inhibitory interconnections are not invariant to the angular
displacement of the restorating beam in C-layer. This
determines conditions on the ONN devices accuracy. The number
of inhibitory interconnections depends on the number of the
C-neurons activated by <R'OR) sidelobe and it determines
conditions on the information capability of the processing
images .

The experimental results of the restoration of the
identical part of images for various numbers of activated
C-oeurons are presented.

Therefore, the potential for ONN under discussion is
wider then only associative memory. The algorithms of the
restoration of the identical and nonidentical parts of the
Image= are possible. These algorithms are roealised by
Involving the inhibitory interconnections to change the
attractor position.
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Absvwct A new sorting algorithm on the adaptive neural
network is offered. It is proved that algorithm can be
implemented in one step irrespectively of the sorted
succession. The features of 3D optical neuralchip
construction, realizing adaptive sorting algorithm, are
discussed. A neural hardware realization complexity
estimations are given.

Summary. Parallel sorting algorithm elaboration is a classical task which
practical importance is the creation of parallel programs and devices capable
of providing effective sorting of big data massives on modem and respective
multiprocessing computing systems. In this connection this operation on the
algorithms and hardware level is very actual.

In this paper a new sorting algorithm on the adaptive neural network is
offered. The time and value complexity is evaluated 0(1) and 0(n 2)
accordingly. It is proved that the algorithm can be implemented in one step
irrespectively of the sorted succession. As far as the time complexity is
concerned the aquired results proved the best in comparison with the
previously known results of the same volume complexity.

The pecularities of the three dimensional optoelectronic neuralchip
having the hardware implementation of the given neural network algirithms
have been studied. The practical realization is oriented to the three
dimensional integral optic neuralchip advanced manufacturing technology,
which was worked out at the Automatic and Electrometry Institute [ The
Sibirian Branch of the Russian Academy of Sience] [1]. The research which
has already been made, demonstrates the way of creating of multilayer
multichannel integral structures with the optical communication channels in
the third dimension according to the compatible with the VLSI technology
inserted.
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It is shown that realization of the parallel sorting algorithm is possible
on the single chip of the given type depending on the size of the photodetector
array (256x256 or 512x512) 256 or 512 numbers accordingly. The sorting

neurochip throughtput will be here about 108 - 109 op/sec.
Thus, the creation of neuralchip on the three dimensional integral

optical chip basis will make it possible to reduce grately the time spent on
sorting in various applied computer and information systems. The
comparative evaluation of the neural chip parameters with the submitted
algorithm transputer realization characteristics is applied.
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Abstract

Some "self correcting" learning laws are compared with photorefractive dynamics. Possible

optical implementations of neural basic units with photorefractive crystals are proposed and the

key characteristics, required for self organizing network realization, are experimentally

demonstrated.

Summary

Modification laws of neural interconnects govern their processing capabilities. The learning

process is called "supervised" when, for each input signal, a classification code is known a

priori and the learning process is an iterative updating of weight vector components to

approximate this code. So, at each updating step, we deal with an error correction controlled by

an external "teacher" (the a priori known code). Some learning algorithms, however, allow to

get feature extraction in a stochastic set of input signals and selectively self-adapt to provide

neuron maximal activation for signals exhibiting the same features. The learning is conducted

by comparing the input signal with the weight vector in which are stored the common features

extracted by the algorithm during the learning of previously processed signals. This mismatch

is considered as an effective error. The learning process of the current input then results in a

correction of this error by updating the weight vector components proportionally to that

mismatch. So, the algorithm itself finds the classification code (i.e. the weight vector

coefficients) from the real time inputs.

Digital simulations are mostly used to get such kind of algorithms and only the simplest

versions of algorithms are implemented (by means of discrete time formalism) because of the

complexity of the others.

However, the fundamental dynamics of hologram creation in some nonlinear optical materials

appears to be perfectly fitted to implement these algorithms. In this work we show, theoretically

and experimentally, that different learning algorithms can be implemented by taking advantage

of the kinetics of photorefractive holograms. In the first part of the work some of the most
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important neural learning algorithms, widely used in Self-Organizing Neural Networks, will be
described and demonstrated by digital simulations. The theoretical model analysis will be
presented in the second part. An holographic analogy for a neural basic unit will be described.
In this scheme, the neural interconnects are represented by the elementary holographic gratings.
The weights of interconnects are the diffraction efficiencies of these gratings and the input
signal components are angularly multiplexed beams. So the result of holographic readout
(diffracted light amplitude) represents the neural output.
The dynamics of photorefractive hologram creation will then be presented and the analogy with
the above mentioned learning laws will be outlined. Some possible ways of optoelectronic
implementation of error self-correcting learning laws, based on the photorefractive dynamics,
will be discussed. The third part of the work describes the experimental realization of a single
neural basic unit based on these learning laws and the comparisons with digital simulations.
The discrete time formalism is used in our experiments similarly to computer simulations.The
mismatch of each input signal with recorded earlier information is detected as readout amplitude
value and the n ,iral weights are then updated with an holographic exposure, corresponding to

the measured error. An electronic circuit through a personal computer is used to generate
stochastic input signals, to perform the desired neuron transfer function and the feedback. The
interconnect updating is fully based on the photorefractive dynamics. Key capabilities, such as
competitive learning, selective adaptation and feature extraction in a stationary stochastic set of

input signals are demonstrated. These characteristics are in good agreement with the theoretical
models.
A proposal for a massive architecture of an Optoelectronic Self-Organizing "Kohonen Map"
Network, based on these neural basic units, and corresponding estimations of its processing

capabilities will be presented.
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Abstract

The method of the replacement of the neural network by the other, equivalent network with

nonnegative or uniform weights is described. This simplification yields much easier
implementation of a network.

Summary

This paper is concerned on problem of simulation of one neural network by the other one.

Simulating network may have different structure (i.e. different number of neurons and

different connection weights) from the initial one, but it proceeds in the same way as a initial

network.

Neural network is formally defined as the triple (V,E,P), where V is the set of network

nodes (neurons); E: V x V -+ R is connection weight function (i.e. E(xy) is connection

weight from neuron x to neuron y); and P: V -+ R is threshold function (i.e. P(x) is a

threshold of node x).

Simulation is defined by indication of correspondence of nodes in both networks and

correspondence of instant in both networks proceedings. This means, that functions g i h are

defined. Function g establishes correspondence of nodes and function h establishes

correspondence of instants. More intuitively, we can say: the network S is simulated by

network S' if the condition neuron x is active in network S in the instant k if, and only if

neuron g(x) is active in network S' in the instant h(k) is satisfied for all neurons x and any

instant k.
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Definition of network, simulation and related notions are precisely formulated in the full

version of this paper. They can also be generalized to continuous neuron model.

Two theorems are proved. The first one shows, that each neural network can be simulated

(replaced) by a neural network with non-negative connection weights only. Proof of this

theorem gives algorithm to construct simulating network. Idea is based on the replacement of

each node of original network by a pair of two nodes in the constructed network. Connection

weights and the node thresholds are also appropriately defined. Constructed network has only

two times more nodes and non-zero connection weights that the original network.

The second theorem shows, that each neural network can be replaced by a neural network

with the connection weights equal to zeros and ones. Proof of this theorem also gives

algorithm for the construction of simulating networks. Detailed proof of both theorem will be

described in the full version of this paper.
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ABSTRACT

The paper presents the obtained results of learning of the two-layer (64x8) neural
network (TLNN), the results of tolerant noising of weight matrixes and results of
hardware implementation. The unperfectness of optics satisfies the margin requirements
of TLNN model.

SUMMARY

Different types of neural networks (NN) are under careful investigation now.
Creating of the working models of NN, including optical models, is most useful and
promising. One of the most interesting is the two-layer NN (TLNN), which can be easily
made on the basis of proposed optical matrix-vector multiplier (OVMM). OMVM has
extremely high information processing capabilities. Computing in such TLNN is
performed sequentially in OVMM, high performance speed is available due to the
implementation of the acoustooptic spatial light modulator (Bragg cell). Large
time-bandwidth product acoustooptic devices are the fastest up-to-date spatial light
modulators.

As a base devices for OVMM we propose to implement high-speed high dynamic
range spatial light modulator namely the multichannel multifrequency acoustooptic Bragg
cell (MAOM), laser array and CCD (charge-coupled device) array in well-known
orientation of OVMM. Traditionally the DMAC (digital multiplication via analog
convolution) algorithm is used for obtaining high accuracy in optical calculations. The
algorithm we propose (fig.1) is similar to DMAC, and the only difference is concerned
with ability to use frequency coding in MAOS. Due to this fact we can obtain the whole
vector-matrix multiplication in one step with speed about frame rate of MAOS. In this
case the vector is inputed into the laser array in bit-serial order - time-sequentially bit by
bit of vector components in corresponded to this component laser. The matrix is entered
into MAOS - each element in each window, but each element is represented in binary
code. Bits of each element is frequency multiplexed. The CCD operates in shift-and-add
mode. Shift velocity corresponds to bit loading velocity of lasers. At the end of lasers
expositions the CCD will contain sequence of data (output vector components) in
presentation, similar to DMAC. The supporting electronic (personal or specific computer)
is responsible for converting the presentation of this data from mixed to hex format, the
thresholding, the synchronization etc.

The TLNN simulation software program was designed. Simulated NN contains 64
neurons in the first layer and 8 neurons in the second. The network was trained with
gradient and stochastic algorithms. The ability of trained network allows to recognize
binary images of all 26 alphabet letters. Each image consists of 8x8 pixel.

W V 0 0
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MAOM

LAW

Fig.1. Optical vector-matrix multiplier.

The trained network has stable recognition of images with amount of inverted pixels
up to 15-20%. Gradient learning was performed in 300 iterations. The velocity of
stochastic method is less.

The tolerant noise simulations was carried out. The ratio of tolerant noising in
weight matrix and input vector was defined. The recognition ability of TLNN decreases
on 1% for 10% noise ratio in the TLNN parameters. This fact allows to cover the
unperfeetness of the OVMM and became the implementation possible.

The paper presents mathematical description of TLNN, learning methods overview,
optical architecture and software and hardware simulation results.

upto1-2% Grdin lernn wa efre-n30iertos h eoiyo.st c asi ,meth. , .. .... . l.-e... ... . -, . .- . ..• . •_
The tolerntII noise simuaion wa carried out . ..... Th ratio. of toerntnisngi
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Features of application of holographic memories

in PC networks and optical neuralcomputers

V.N.Shahgedanov
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ABSTRACT

The characteristics of experimental prototypes of disc

holographic memories 1,5 Gbytes with data reading rate 16

Mbit/sec are given.

The features of interfacing these devices and personal

computers based on data holographic recording are discussed

as well as the question on application of the data recorded

in holographic disc as a command matrix for neuralcomputer.

SUMMARY

The efficiency of optical memory systems is determined

higher than the efficiency of the traditional methods

using, it is conditioned by recording density and

information capacity, by high speed recording and reading

as well as by parallel calls. Holographic memories on one

-dimensional holograms realize the following

-possibility to increase by order or more the density of
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data recording due to capacity increase;

-relative simplicity for realization of multichannel

systems and, therefore, the possibility to realize high

speed recording and reading the information from parallel

channells;

-increased reliability of recording based on holographic

method where every information bit "is spread" over the

entire area of hologram and, so the level of reading signal

weakly depends on small defects of the carrier.

In our days the prototypes of devices 1,5 Gbytes with

information selection rate 16 Kibit/sec are constructed.

These parameters are achieved by using the unique lines of

avalanbce photodiodes with high sensitivity and speed as a

photodetector. Howerer, these photodetectors require a

specific order of information organization caused by

absence of constant component in signal. Therefore, the

application of holographic systems as a fixsed memory for

PC and PC networcs requires the construction of special

coders and decoders. The function specific of coders is the

interpretation of income information into balanced code

limiting in data flow the continuous sequence of nulls and

units (not more 3 units or nulls in order).

The similar problem appears when developing the

architecture of optoelectronic neuralcomputer based on disc

holographic memory as a matrix of synaptic links recorded

in disc can contain any information. The developed method

of information organisation and constructed coders and

decoders allow to realize the neural modulus for processing

the synaptic matrix as the information entering and to

develop microsoftware for performing adjustment both the

neural modulus and demonstration task.
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High-voltage CMOS array for liquid crystal on silicon spatial light modulators

C. C. Mao and K. M. Johnson
The Center for Optoelctronic Computing Systems

University of •Corado at Boulder
Boulder, CO 80309-0425, USA

Phone: 303-492-1835, Fax: 303-492-3674

The design and test results for a 64 x 64 high-voltage CMOS array which can provide voltages
as high as 30 V to switch liquid crystals are described.

L Iatroductiom
Very-large-scale-integrao/feoelectric-liquid crystal (VLS/FRC spatial light modulao
(SLMs) have a great variety of applications, including image display, optical processing, and
optical optical pattern recognition. With the standard CMOS process, typical transistor voltages
available to modulate the liquid crystals ae appmrximately 5 V. These voltages result in slow
FLC response times, ranging between 50 us to 200 us. I- 3 It is also difficult to switch the analog
electroclinic LCs with such low voltages. To reduce the FLC switching times and activate the
analog switching chiral smectic electroclinic LCs, volatges higher than typical CMOS voltages
are required at each pixeL In this paper, we describe a novel CMOS 64 x 64 army which can pro-
vide voltages as high as 30 V to switch liquid crystals.

9L figh-vltg CMOS array dg
The maximum voltage a transistor can operate is limited by the junction breakdown voltage.
Transistor junction breakdown voltages are inversely proportional to the impurity concentrations
of their deffusion regions. This implies that using a lower doping concentration for the transistor
drains should extend their voltage handling capacity. This approach is applied to the structur
shown in Fig. 1. The n-fet uses the n-well as its drain, which has lower doping than n-diffusion,
and the p-fet uses p-base as its drain, which has lower doping than p-diffusion. The n-well has a
breakdown voltage of approximaftly 70 V and the p-base implants breaks down to the n-well at
a voltage arround 35 V. These voltages are well above the voltages required to switch 2 um of
the chia miectic liquid crystals. However, the poly silicon gates significantly decrease the
breakdown voltages. Our w -It results show that the highest voltages the n-fet can ac-
comodate is 30 V. while the p-fet voltage is limited only to 15 V. To make the circuit provide a
voltage higher than 15 V to switch liquid crystal, we may drop the voltage across several such
transstors in series. A high-voltage addressing cir•uit including four high-voltage p-fets and
two high-voltage n-fets is degned to provide 30 V to switch FLCs The voltages applied drop
aross two p-fets, so each p-fet operates with 15 V.
We have designed and fabricated a 64 x 64 high-voltage VLSI backplane array to rapidly switch

LsThe mray, including bonding pads, is 4.4amm x 6.6 mm. Each pixel contains one high-
voltage n-fet transistor and a metal modulating pad. The pixel is 48 um in x and y dimensions.
The row and column addressing circuits consist of common CMOS transistors and high-voltage
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,&'sng cirts a derbed in the above paap. The hig-voltage addressing circuits
convert Ml-level voltags to hig voltages.
IUL Ex ,P &.2 r Igt I

A liquid crystal on silci (akO0) high-voltage elciay addisd Spatial light modulator
(EASLM) was assembled and Used. 7 liquid cMs used is the British Drug Hos smectic
Co fimelectric liquid crystal SCE-l3. In the operation, metal modulatin pads in the pixels we
provided with 25 V or 0 V and the comas electrode on the cover glass is applied with 12.5 V.
When a unifmm light beam is incident upon the device, the sedecd light fim VLSI/FL inter-
face is polarization modulated. Using an analyzer in output optical path will display an intensity
mage. Fig. 2 shws an intensity modlae pattern displayed on the hiSh-voltage EASLM. We

also tesed te response dines and ON/IOF contau rato of the SLM with an applied voltage of
25 V. The 10% - 90% rise me isamy 25 us and the 90% - 10 fall timeis 30 us.
The meaured ONIVff contrast ratio for four rows is 10:1.
IV. Conduiom

We have designed, fabricated, and tested a 64 x 64 bigh-voltg VLSQ/FLC spatial light modu-
lamr. The SLM has a 10% - 90% rie time of 25 us and a 90% - 10% fall time of 30 us. The
measured ONlOFF contrast ratio is 10:1. We also designed a VLSI aray using high-voltage
umrnsior invertes instead of six-transistor addressing cicuit to convert TrL signal to a voltage
of 15 V. The results will be presented at the conference.
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wawl gt off "field - UKWo sl- an AMUsA MQW modulator versu wavelenglth a
elcaasi ec devices (Fgr-=siD) in order so measured with a CW tameable laser at low

mminimie noatian effecp, --a well as to optimiz (ivlantwarid) power levels is shown in Fig. I and
doe photmic switching citce" fgm of merit. when saturted in Fig. 2 at two differeat volts..

levels [31. This demonstrates dmt a modulator
ft is desbables w operate optical prcsagoperating ait A0 is degraded by satwurtion much

systems oftn MF-SEEDs [11). at gsthoum 100 more thms operating at ILI and is ho b prefere
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mdhovltgV.In this paper we c Ipu we puls muc shote tha swe ou ho we
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a -valoo LIand the numer of quehtUo well who eompuVedF with dhe ML uaeuurmemen For
in a maodlator design. receiver switching energies greater than 0.1 pJ, the
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fcr ow cur d Inr- bern of 3.5 Put diameter. calculations we conclude that for 10 volt operation

acoss the modulators that WL, =7an and N = 95
maximises fte figian of merit FM. Fig. 6 shows
calculations; for N - 95 quanten wells of F. (solid
curve) with two independent experimental
mteauremet shown as the broken curves.
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DYNAMIC STUDIES OF Ga"AAGaAs MULTIPLE QUAI'UM WELL MODU-
LATORS USING PHOTON-COUNTING TECHNIQUES

Gerald S. Bulr, John S. Mama, Stuart J. Fancey and Andrew C. Walker
Department of Physics, Heriot-Watt University,

Riccarton, Edinburgh EH14 4AS,
United Kingdom

Tel. (0)31-451-3069

Absract Phoon-cownting measwrment of carrier sweep-out in biased multple quannan well
p-i-n diode are presented. These resub are compared with switching charactedsdc., of
symmetric-SEEDs, which were measured wing an adapted pwnmp-probe technique.
Stutary A key copoet of svera opto-electronic devices (eg modulators, SEEDs,

detectors, etc.) is fte reverie-biased p-i-n multiple quantum well (MQW) structure. A funda-
mental limitation on the speed of such devices is the carrier sweep-out time. We present
measurements and analysis of the carrier dynamics in such biased modulators using picosecond
time-resolved photolu nce techniques. The measurements were performed with an
adapted optical microscope, and using a passively Q-switched picosecond las diode as the
excitation source. A small-area silicon sngle-photon avalanche diode detector, with a rise-time
of <20ps, was used in conjunction with the time-correlated single-photon counting technique.
Key features of this approach include: (a) the high spatial resolution possible (>-0.Spm); (b)
the detection sensitivity which allows analysis of carrier densities as low as - 1014 "cm; and (c)
good temporal resolution, permitting decay times as short as lops to be measured. Figure 1
shows PLdecay& from aGaAs/AlGaAs multiple quantum well modulator as a function ofreverse
bias electric field. Numerial modelling of these decays which take account of carrierd
Coulomb screening, tunnelling and thermionic emission, will be presentedL A discussion of the
implications of such results on electro-absoxption saturation will also be given.

A notable device which utilises two such MQW p-i-n diodes connected in series is the
Symmetric-SEED (S-SEED). The switching speed of this is limited by a combination of RC
electrical time constants and the above MQW carrier transport effects. By using an adapted
pump-probe technique, the single-photon detection system was used to probe the reflection from
one window of an S-SEED and hence measure its switch speed. Such a detection system meant
that switching times as short as -20p1 could be resolved using this instrument Figure 2 shows
an example of the dynamic switching characteristics of an S-SEED at three different bias
voltages. Discussions on the instrumental performance (eg tempmoal dynamic range, spatial
resolution, etc.) will be presented, as well as the application of such techniques to other SEED
derivatives, such as ETr-SEEDs. The relevance of the above TRPL measuenments to S-SEED
dynamics will also, be discussed.

Acknowledpniemta This work was funded by SERC, through the Scottish Collabomaive
InitiativeonOptoelectroic Sciences, and the Royal SocietyPaul InstrumentFund. Theauthors
acknowledge useful discussions and assistance from Dr. FAP Tooley and Dr. S Wakelin.
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The Monolithic Integration of
Quantum-Well High Electron Mobility Field Effect Transistors,

and Asymmetric Fabry-Pirot Optical Modulators
Garrett O'SullivanI, Tomris Ahemel, Eithne Mc Cabel, John Hegartyl,

Paul Horan 2 , Brian Corbett3

Abstract
We will discuss a novel high speed smart pixel structure which integrates a high
electron mobility transistor with an asymmetric Fabry-PNrot optical modulator. Its use in
an optoelectronic amplifer circuit will be also described.

Summary
Monolithic integration of electronic components with optical elements provides a
means whereby practical optoelectronic data processing may become a reality.
Following recent interest in smart pixels [1,2,3,41 we have developed a novel wafer
structure (figure 1) which combines an AlGaAs p-i-n detector/modulator structure and a
quantum-well high electron mobility transistor (QW-HEMT) structure.

The complete configuration is that of a modified asymmetric Fabry-Perot modulator
(AFPM) allowing high contrast reflection modulation and efficient photodetection. We
grow the QW-HEMT layers inside the AFPM cavity on top of an undoped back mirror.
This design avoids the presence of a p-n junction under the QW-HEMT which would
otherwise result in backgating [1). Backgating reduces the output optical contrast ratio
and gives rise to a gradual switching action. It arises when a continuous p-layer under
more than one n-channel device is held at a fixed voltage. A more complex solution
involves the insulation of selected areas of this layer with proton bombardment and
contact formation with Be implantation [3].

The QW-HEMT contacts the quantum well region directly. A deep etch uncovers the
QW-HEMT surface for processing. This leaves the p-i-n detectors and modulators as
mesas. The structure is flexible in that it permits etching of the front surface in order to
adjust the optical resonance. Alternatively it would be possible to grow an additional
front mirror to increase the contrast ratio of the output modulation. This approach also
facilitates the optimisation of the high speed performance of the AFPM [5]. This, married
with the high bandwidth offered by the QW-HEMT, holds great potential for high speed
smart pixels.

The fully integrated circuit in figure 2 demonstrates the basic utility of this structure.
Both the detector and the modulator are formed from the same wafer layers. The QW-
HEMT structure is designed to be normally-on (depletion mode). The circuit accepts an
optical input beam via a p-i-n diode. In the configuration shown the diode acts as a
capacitor being charged by the photocurrent. The upper QW-HEMT is connected as an
active load. The charge developed in the diode modulates the gate voltage of the lower
QW-HEMT. This allows the gate voltage change to induce a larger output voltage shift
which is applied to the underside of the output AFPM thereby controlling its reflectance.
The circuit may thus function as an optical amplifier since a low power input may
control the modulation of a higher power optical output.

1 Dept. of Physics, Trinity College, Dublin 2, Ireland, +353-1-7022221
2 Hitachi Dublin Lab., O'Reilly Institute, Trinity College, Dublin 2, Ireland, +353-1-6798911
3 NMRC, LEE Maltings, Prospect Row, Cork, Ireland, +353-21-276871 extn. 4820
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Abstract
We demonstrate a novel all-optical Quantum Confined Stark modulator. The
necessary electric field is switched-on optically, by exploiting strongly asymmetric
carrier transfer in GaAs/AlAs layers. In an unoptimized sample, we measured 9
meV exciton redshift at 850nm with optical excitation of only a few W/cm2 of

He-Ne laser at 633 unm.

Summary
In this report, we present preliminary results on a light modulator based on

the Quantum Confined Stark Effect (QCSE) [1] but for the first time operating all-
optically. The principle of operation of the device is as follows: every period of the
heterostructure contains three quantum wells (QWs) designed in such a way that
following above bandgap photoexcitation a large fraction of the photogenerated
electrons and holes tend to separate and accumulate in the exterior QWs, creating
a local space-charge field having its maximum in the region in between and acting
via the QCSE on the exciton resonance of the central QW.

In Figure 1, we show a schematic band diagram of one period of the hete-
rostructure. The three QWs are enumerated from left to right. QW1 is ft 25A of
GaAs, surrounded by a graded AiGaAs (x=36 - 42%, 800k) and an AlAs barrier
(100A). The combination of a narrow GaAs QW adjacent to an AlAs layer is the
key aspect of the device. Following photoexcitation resonant with the AlGaks
barriers or QWl (Awite • 620nm or 700nm, respectively), this layer combination
functions as a one-way "quantum filter" for the photocarriers of QWl, by blocking
the holes out but allowing the electrons transfer rapidly into QW2. This is due
to the fact that, for sufficiently thin GaAs layer thicknesses, the electron energy
level at the r-point in the GaAs QW is higher than the one at the X-point in
the AlAs layer. r-X electron transfer times in the subpicosecond regime have
been measured in thin GaAs/AlAs superlattices [2]. QW2 is 150A of GaAs and
QW3 100k of InGaAs (x=10%). The electrons that pass through the quantum
filter leaving behind holes, are able to subsequently tunnel through a thin (5 50k)
AlGaAs barrier into QW3. The resulting space-charge electric field acts upon the
excitonic resonance of QW2 (Afted 8 850nm).

In Figure 2, we show the transmission spectra of one of our samples in
the region of the QW2 exciton, with and without photoexcitation by 1W/cm 2 of
He-Ne laser operating at 633nm. The distinct heavy (HH) and light hole (LH)
exciton features clearly redshift under the effect of illumination. Redshifts up to
9 meV were registered with a few W/cm 2 of optical excitation. This corresponds
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to an effective electric field of nearly 30 KV/cm. Optimization of our structure
parameters is under way.

Presently:(') Max-Planck-Institute, Heisenbergstr.1, 70569 Stuttgart, Germany.
(') Ecole Polytechnique F6&lrale Lausanne, CH 1015 Lausanne, Switzerland.
[1] Miller et al, PRB 32, 1043 (1985) [2] Feldmann et al, PRB 42, 5809 (1990).

ALAs

Figure 1: Schematic band diagram
GaAs- of one period of the heterostructure

and photogeneration of electric field by

InGaAs rapid electron transfer from QW1 to
QW3. The QW energy levels at the F
point are denoted by full lines whereas
the X point energy level in the AlAs
layer by a dotted line.

Tw3OOK uT=00

Figure 2: Redshift of the QW2 heavy
(HH) and light (LH) hole excitons ob-
served in room temperature transmis- .H
sion spectra, with (HeNe) or without 840 850 860 870
(Dark) photoexcitation by 1W/cm 2 of Wavelength (rin)
HeNe laser.
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Sensitivity transition of LAPS-SLM end Its application for optical neural network
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Sensitivity transition of LAPS-SLM and its application for
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ABSTRACT

We present the sensitivity transition characteristics of LAPS-SLM.
Furthermore, optical neural network that is using the LAPS-SLM as a
thresholding device will be presented.

Utilizing these characteristics to the optical neural network, the memory
effect similar to the brain is realized.

SUMMARY

We present the sensitivity transition characteristics of LAPS-SLM, which is
incorporating a hydrogenated amorphous silicon photoconductor and
ferroelectric liquid crystal modulators, and its application for the optical
neural network.

In the past, we reported the gray scale expression characteristics of the
LAPS-SLM in SPIE Electronic Imaging Science and Technology '91,
moreover we reported the two threshold characteristics of LAPS-SLM and
its application for digital optical processing in SPIE's 1992 International
Symposium on Optical Applied Science and Technology. (1) (2) (3) (4) (5)

This time, we evaluated the sensitivity transition characteristics of LAPS-
SLM. Fig. 1 shows the relation between write light intensity and sensitivity
transition. Sensitivity transition of LAPS-SLM is occurred by continuous
writing, and is controllable by write, read or bias light intensity.

01.
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S0.3
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Fig. 1 : Relation between write lIght Intensity and
sensitivity transition
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Sensitivity transition is also controllable by driving voltage, pulse width,
and writing or neglecting time. Control range of sensitivity transition is from
10% to 40% on threshold intensity of write light.

Fig. 2 shows the relaxation after 10 minutes continuous action.

S1.0

0.9 AY x

C 2

= 0.6 --- --"
""- ---- -4-0 -200 0 200 6 0M 800

time (sec.)

Fig. 2 : Relaxation after 10 minutes continuous action

These characteristics realize the memory effect similar to the brain as it
was applied to the optical neural network. If the LAPS-SLM is used as a
thresholding device in an optical neural network system, lower of threshold
light intensity was namely lower of neuron's excitement threshold level.
Therefore the accumulation effect shown in Fig.1 corresponds to the
memorization in the function of brain, because the repeat of writing gives
the lower of threshold light intensity. Similarly, the relaxation effect shown
in Fig.2 corresponds to lose of memory in the function of the brain.

These functions are realized in parallel by purely optical means using
LAPS-SLM. LAPS-SLM also exhibits higher performance in the system as
resolution (over 100 Ip/mm, max. 380 Ip/mm), contrast ratio (over 400:1 ) and
frame rate (over 1 KHz). Therefore, performance of the optical neural
network becomes very high.
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ABS3RACT
We qim*i•t ie nmommilformi tolerance of FET-SEED circuit arys, show its dependence on optical ouput

cm-ut -ad speed, and describe a mgle-ended mode of operation whose nonumformity Wlerance compaes well
with that of diffrea iloperamion.

Aldhough a particular knd of PET-SEED Smart Pixel circuit may have acceptable performance for a give.
alicaion. one casmt asune immediately diat all the Smart Pixels in a large array can exhibit die n
performaace i a system. Neih the circuits nor their concomitant optical beams can be identical even if designed
to be so. Them will be varuidons or nounmiform•iies due to many different cases. Thus the circuit and system
deigns should be such as to, firs of all, mininmze possible variations, then to minimize the effect of -rmng
variations, and finally, failing that, lo be tolerant to the ingering effiects of onunifonmides, so that all pixels operate
properly under one glol set of conditions. In recent years, as sources of nonmifonnity were identfied, itive
redesign has significanly reduced the size of variations which occur in PET-SEED circuits and the associated
system hardware [1,21. The ne of "dynamic latching" greatly dissipaes the effects of many of die nonufifonnities
nm eliminated [3,4]. The remaining variations can be analytically dealt with as if due solely to differences in the
amount of optical power in die beams incident on the modulators in the FET-SEED circuits, hereafter called the
"read beams". The principal issue is to guantee dot the two possible digital signals (logical "1" and "0") ae
conecdy recognized as such, as data is optically tigismitied from pixel to pixel, despite die fact thm the rad beamn
powers, P,, are not all equal. Recall that data is optically transmitted by a PET-SEED circuit when a read beam
impinges on an output modulator, dot is either in a high reflectivity state, RM, for one logic sta, or a low
remfectivity stae, Rio, for the other logic stat. The output signals em then eith RmP or RLOP. Their ratio,
Ko = R /Rw. is often called the modulator output contrast.

A mode of FET-SEED circuit operation, where optical data encoding is dane with anusime•rs which use only
one modulato is called single-ended. If RLO is not zero, and Ko is finite (as is usually the cae for SEED
modulators) then one can intuitively see that for single-ended operation, a noumnifcrmity problem can are when
P* ,* Pp.whom iji dnote the idaj d pixel in an array. For instance, when Pd » Pj, then eithe R P becomes
too 111g for one logic state or Ri Pq becomes too small for the other logic stae, as one tries to globally adjust all
the Pr powers logelther. To date., this problem has usually been deas with in systems using FET-SEED circuit rays
by operating in a mode wher the data encoding is differential. Each anamimer has two modulamom, configured to
wSde into complementary SMa and receives two read kans, P,1 and P, 2. The two digital states em thus
represented by complementary signal pairs (RMP.M, RWPi2) and (RwP,1I, RPi2). The optical receives,
aleady having dynamic laching for its benefits, ae then designed to respond to die difference in power in a signal
pair, so that the two logic Maes am regisered by (Ri 1 P31 - RLoP2) or (RwPni - RmPt). If ther is local
mifomidy (Where Pill= PA = , Pd q = Pr2 = P.6) and only global non-uniformity (PA * Pe). then in
diffeal operation the digital signals become P,(AR) or Pi(-AR); Pd(AR) or P,(-AR); etc., where
AR = R. - Rto. Then, once all P, awe made large enough, all digital signals will be correctly recognized even if
P• >> Pj or vice-vearss. Thus difrential operation is generally considered much more nomnniformity tolerant than
single-ended opeation and essentially dependent on AR rather than Ko.

Some of the assumptions mulerlying the above assertion do not hold steadfastly under coe scrutiny. The two
principal ones are dat there is local umiformity (Pn1 = Pa, etc.) and dta the P,'s can be made as large as
neceasary. Recent measurements of beamn powers in a real system [2] showed dht, effectively, the local and global
variations, a delined above, we about the sane. Saturation and heating effects in die modulators as well as limited
las somuse power, for read beams, conspire to set an upper limit on the P,'s. The consequences of tes facts can
be qWiamatiid with the following analysis.

When # PIET-SEED receiver has a switching energy, E., to deliver E,,, through a transmitter, a source lasm
must lauici an energy, Eq. Thes two energies can b relaed by an operation mode's figure of merit, M, by the
equation: E,,, = (FM)Ee. (1)
(MM) is the efficieway with which launched energy is convened to switching energy. This (FM) is reducible to the
one discussed in [5]. For differential operation (FM)d is given by:

(FM)d= oil (RmPeil - RwPfi2)(2
2P' (2)

when Pe is the average laser lanched power per beam, a, is die attenuation factor, due to system optics, between
the lar and a trvasmitwr's modulator aid o% is the attenuation factor, due to sys optics, between transmitters
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Let doe be powers vary such tha ovier N pxels, (l-x)PO f ~Pf: ~(l+x)PI. (3)
who xisabactiom Sli - (1,2, -- N)anda - 1.2.
Also define dou mommuifformity mksu=c mgia, M. by M * lx1lx.(4)

(Nome do M is doe ratio of the largua ovar the smol~eat beana power.) Iben, for doe wonst case, which govern, the

uMy perfomance, (FM)d = xctRw(1-x) 01-MNIPK.). (5)2
Thus ame for differential operation, the rmma atio, KO, is important, as was pointd out befor in [61. Pmo-free
Ip- fc r Pmisnot poulle unliess KO > anud then (FM)d rmoainsmuall untill KO> M (or atlemastKO Z 3M).
A very smail (FM)d aeiumn a very hinge B is needed, which implies a mutch reduced dafta rase, f. or the need for very
hiO power laser beans, sinc Pc - M#. In a system application, there will be -n upper available limit on Pr and a
low ept bl limit om f. meltng -n upper limit an S, and a lower limit on (FM)d. Withou a sufficiently WVg
KO. the allowabule x and M became smail and the nonusiffmmity tolerance of differential operation evapormes. A
simila umilysiis shows that standard methods of single-aided operation fae even worse. Is ther an alternastive?

The answe is possibly yea, inan unusuzal form of smik-nleded operation, we call Asyichonmous Reme On Every
Bit, or AkOSEic for short ITh operatin p me Pdere requves pulsed optical daft and dyunnmically latching
receivers with a shap switching diseuhoild. (We waill show experimental dat). Of die two types of digta kogc
sagnal (logical 1 or (0) pulses, one should deliver E., and die othe no moire than a threshold energy. Ed,. which
causes no swiAchn Interleaved in tim betweeni the signal pulses are informationleas reset pulses which P - n the
receiver oo a preset state Being orynclonous with signal pulses the reset pulses creaite no contention with the
aiged pulses. This fact allows the signls iD be smaller than in other operating modes, and removes the upper bound
from die reset pulses that reference signals would have. Thie receiver then has a required input coutias ratio, Kai,
obviously 2! 1, such that K.4 - .F (6)
Tme AROEB-ic mode of operiatioi has two figures of merkt (PM), 1 and (FM),2 such, dta

E.:5(FM).1 Ee and EjhZ(FM). 2 E.. (7
For tde worst caes. which govern arry performinuce,

(FM)61 - a11i 2 (l-xRM and (FM) 2 = Q01 a2(1+X)RL.(8
Earn fre peribinmance is not possible unless, (from eqs. 6,7, 8)

and (FM)1 satiges the constraints imposed on Ee by Pe and E. Nabt tha (FM)., exceeds (FM)d by a factor of
21(1 - M/IK0 ). For receivers with 14m - 2 (which should not be impossible), and with a not very hWg K0 of 4, a
very respectable M-2 is allowed and (FM)61 = 4(FM)dj. So. such an AROEB-ic operation would be Ame times
fhste die t difflrenitial mode or aheemuatively could be done with four times less lase power. From a different
gPeaPrspci've, -= ce also deduce that when a system application demands a high detw rat with limited laow power,
the idgle-smiu ARGUSI-I made of eperad = - m hav gease nemmialbrully tolsramnce dm the idbremlam
mode of 1opera1om- On dom other hand. with a very relaxed data rat requirement, the diffiterenia mode will woit
with a lower K0, by a factor of KCE, tha die AROEB-ic mode would.

In sumnmay. we present a silmple method of analysis which quiratiles nonuniformity tolrance in PET-SEED
crAr wysu by relating it Io easily measurnble purmnemes so that reasoned choices can be made when such arays

me incmrpomsed into systems.
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Logic and layout design of arrays of optically interconnected
exchange/bypass self-routing node arrays
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Patrick W. Foulk, Scott Ashcroft, Martin Coy
Department of Computing and Electrical Engineering, Heriot-watt University

Abstract
The design and implementation of optically interconnected self-routing exchange/bypass

modules arrays is described. The nodes are laid out using silicon and gallium arsenide based
technologies. Performance metrics of the pixels are analysed.

Smotivat
Sorting remains one of the most commonly performed tasks in any computation (1]. The

parallel implementation of this function using space-variant non-local optical interconnects such
as the perfect shuffle [2] has been shown to provide a bonus factor compared to its electronic
counterpart [3]. This bonus factor could be increased by two orders of magnitude if dedicated
hardware (smart pixel) is provided to reduce the computational part of the sorting [3]. Con-
sequently self-routing exchange/bypass modules have been designed and laid out using 1.5 pm
CMOS and AT&T FET-SEED monolithic integration (4]. The smart pixels arrays will be used
in a time multiplexed multi-stage interconnection network (MIN) [5] in which the bitonic sort is
implemented with perfect shuffle interconnects [6].

The enhanced exchange/bypas module.
The smart pixel is designed to latch at the first difference in the significant bit of the two

optical input data streams A and B. It remains in the state set until a electrical reset signal R
is activated at the end of the word. This ensures that the output signal C exhibits either the
maximum or the minimum of the two input signals depending on the state of the control signal
P. An additional signal S may be activated to allow the output data C and D to be the "straight
through" inputs at certain stages of the sorting. The module is clocked by the signal CLK. The
logical design of this circuit is shown in figure 1. It is intended to add to the logic circuitry a
storage unit which consists of a 4-bit shift register.

The module is implemented in European Silicon Structures (ES2) 1.5 im CMOS, n-well dou-
ble metal technology via Eurochip (similar to US MOSIS). This allows the design to be debugged
and the process to be demonstrated economically. The layout of 4x4 array of pixels is shown in
figure 2. The optical interconnects come into the silicon chip via metal pads from a GaAs chip
which has the transmitters and receivers. The two chips will be flip-chip bonded together [7].
Assuming that the common clock and reset signals can be electrically connected and that dual
rail logic is implemented ten optical input signals per pixel are hence to be considered. A similar
design using FET-SEED monolithic integration technology is currently under study. Electrical
characteristics of a 4x4 array of such pixels will be presented.
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Alsuirac The mnwzimr optical Pam/Ph, rato of phototransistor/surface emitting law smar pixel logic gates
has bern analyzed in termn of device and ciruit parameters. Cascading gate experiments have been performed.

HelerujuncfMo pbototrazusistor/vertical cavity 1
surfaice amitting laser (HFr/VCSEL) -md pie
ourry hold gre atw- for paralle optoelectronic

prcsigsydais and other applications [1-3]. The ~
inyemmtatonof mmay of these systean requires

beamu q&Wttsn hologram. and lenses. These passive
elemmurta along with nmmsligonment and bowam pread- 4

ing, greatly reduce the mognitude of th, Optical
signls as they propagate fian one stag to another. I
TO overcome thes losses and insure that the arrays 0 ~ * * 1

are camcadable, the HPT/VCSEL pixels mumt have 0 1 a 3 4 5 6 7 a 9 t

sufficint optical gain. Unforunately, the optical C5o~ftlorIEmf VobpO MV
output power of a VCSEL is not a continuous linear(a
function of the current above threshold, but rather
reaches a maxiamm and than decreases rapidly as the 2

drive current is increased further. Therefore, logic is .

gat pixels formed with VCSELs and either HPrs or 14-

PETs will have a maximum gate gain (definied as the
mxmmP./Ph, ratio) that depend upon the optoele-...c

Marnic gain of the transisors and the characteristicsa
of the VCSELs.

Thiis poper presents an analysis of the mon-
mum ogte gain of HPT/VCSEL logic gafte and the

variation, of this gain with transistor optolectronic 00 r 3 4 5 6 7 8 3 0

giai (GM) maximumn VCSEL power out (Pm),' 0 1 sao3 4 5 7 ol ae 9 to

threshold current Q1w and 1.. (the curret at P...). V~
We hav appiedn d line banamolysis and numerical (b))
sinmulation to determine the gate gain of inverting, Figure 1. a) Load-line curve for non-inverting gate.
e.g. NOR and NAND, and non-inverting, e.g. AND b) Loand-li for inverting gate.
and XOR logic gaesm for various device parameters
(notethe XOR gate has both inverting and non.- .0 b
inverting conyonefts). In addition, we have, experi-
mentally demostated three cascaded HF1T/VCSBL
stages and have set up a demonstration of an MND
gate driving an XOR gat. The results of both the 00a

analysis and experiments will be presented in the
paper. Figures la and lb illustrate the common as0. c
emitter I, vs. V. chaacteristics of an HPT with three 0.
sper-imposed VCSEL load lines for inverting and 0.1

non-investing logic geat respectively. Figures 2a and 0.a
2b show the P.m vs. Ph, curves reuing from these 0. 00 0.02 0.04 0-06 0.08 0.10 0.12 0.14 0.16 0.10 020

load lines. These plots demonstrate that ther is an M O8 (a) "
optmmam suppy voltage required in order to achieve(a
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Photothyristor smart pixels in M.I.M.D.
optical computing architectures

T. Van do Velde and RH. Tenpont
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We descrbe the application ical-o-swface trnsition electrophotonic devices to Mul&ple
Instruction, Mulp Data parallel optical information processing and in particular the
development of smart pixels based on photothyristors - the basic elements for MJd.MD.
machines.

Recently a new and very promising genim of active bistable vertical-to-surface transition
electrophoni devices was developed to perform chip-tchip optical interconnects - the PnpN
photothyristors. When used in the configuration of the differential pair, these multilayer M-V
semiconductor (GaAs) structures have been shown to be capable of emitting binary optical
signals, receiving 50 fi optical inputs together with a set-on-set-off-cycle time of 10 ns [1].

Making use of these exceptional optical signal receiving and emitting abilities, we will present a
method in five distinct steps to extend the functionality of the differential pair of optical
thyristors with a Si integrated electronic control cell, which converts the incoming optical
signals into TIF,- or CMOS- compatible electronic signals and vice versa. If digital logic and
memory is implemented inside each of these control cells, we obtain smart pixels for Multiple
Instruction Multiple Data optoelectonic prcessors, where d~erent operations can be executed
on diffevent pixels at the same time.

The first step consists of applying a common voltage sequence to the whole array of differential
pairs of optical thyristors. During the receiving level (0 V), optical inputs create charge carriers
in the central junctions of one or both thyristors of the differential pair. At set-on level (e.g. +6
V) the decision is made whether the first (logic 'I ) or the second (logic V) thyristor received
the largest optical input - this one switches on while the other remains off. At set-off level (e.g.
-10 V), charge carriers ae extracted from both central junctions by punch-through.

In step 2 the differential pair achieves the conversion of electronic to optical signals and vice
versa is achieved in step 2. The first operati__on requires that an electronic control cell is able to
select which of both thyristors is switched on at set-on level (independently of any optical
input), the latter to determine which of both thyristors is on after having received an optical
input. We present several solutions to these problems; one of these is the use of GaAs
transistors parallel to each thyristor, decreasing the amount of -.harge carriers in this thyristor
(electronic to optical data conversion), together with a Si integrated voltage comparator to
determine which of both is on (optical to electronic data conversion). The GaAs and Si chips
are electrically linked to each other by solder bumping.

Step 3 is the synchronisation of the common voltage sequences of different arrays in the
system, making use of a system of alternating fight beams to transmit system clock Pulses. At
step 4 we propose an elementary Si-integrated control module (individual to each differential
pair) to translate the set of required and measured voltages (at times given by the local
synchronization circuit of the aray) into the higher-level command lines DATA, SEND and
CLOCK Finally, step 5 is the implementation of Si-integrated digital logic and memory,
allowing the smart pixels to exchange and stoe information at application level, including
shifting, pattern recognition, or general purpose M.LM.D. computing.

A promising approach to M.LM.D. computing is the Tse concept [2], which provides a simple
way to make several opoelectronic processing units (several logic planes of smart pixels) work
together to implement the intricate M.LM.D. processing task. -rse' is the Chinese word for
'icon' or 'small image element'. And indeed, the binary images that can be processed by this
machine are divided into image elements of e.g. 4 bits each. An instruction image, containing

i i i -I wi iWm i i 9 . . ... ,, -...
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the different 4 bit instructions X (e.g. X - AND, NOT, ...) to be executed on the different
image elements, and one or several data images are applied to all processing units. If the
processing unit X recognises the instruction X in some image elements of the instruction image,
the instruction X is executed on corresponding image elements in the data images. The result
image is obtained by combining (OR-mg) the partial results of the different processing units
X,Y,,,... which can perform logic operations as well as shifting operations, allowing data to be
transferred between different image elements of a same image. The global aim of these
principles is to execute different programs on different image elements while letting these
programs exchange results.

Compatibility of the optoelectronic Tse MLM.D. concept with the classic S.IS.D. operation of
an electronic personal computer can be achieved if the format of the image element is chosen
according to the registers of the CPU of the computer under consideration. A single image
element could then consist of an instruction field, data fields, the status register, data and
address registers. A parallel memory plane (an array of smart pixels with memory) is used to
deliver the image with the instructions in the instruction fields. Each processing unit (an array
of smart pixels with digital logic) compares the contents of the instruction fields to a specific
value to determine the image elements on which the instruction will be executed - which causes
the register values of that image element to be altered. Finally, the processing units put the
addresses of the next instructions in the instruction fields of the result image, which is then sent
back to the parallel memory plane, after which a new image with instructions is sent to the
processing units, etc. In addition to the original computer instruction set, data transfer
instructions as well as global image processing functions can be implemented in a modular and
flexible way.

References [1] P. Hernmms. M. Kuik. R. Voumckx, G. Borgbs. Appi. Phys. Lau. 61, 1326 (1992)
[21 DI.L Schaefer, J.P. Sim&g II,. Toe compute', Proc. IEEE 65(1), p. 129. 1977
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Fig. 1 : Extension of the functionality of the differential pair of optical thvristors to a smart pixel by
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A normalizing detector array for an adaptive neural network

J. Skarpe
L Rar- Teaa
K. JOASSn

University of Colorado
Optoelectrouic Computing Systems Center
Boulder, CO 80309-0525
U.S.A.
email: sharpe~boulder.colorado.edu
Tel: (303) 492 3260. Fax: (303) 492 3674

1 Abstract

An optoelectronic smart pixel array for incorporation in an optical neural network is considered. The circuit,
based on the ART memory of Tsay and Newcombe comprises photodetectors, modulators and normalization
and winner-take-all circuitry.

2 Summary

There has recently been considerable interest in the optical implementation 4i adaptive resonance theory
(ART) [1) neural networks [2] [31. Part of this interest arises from the ART matching metric being an inner
product between the input pattern and stored templates. This can be implemented optically, either as the
zeroth lag in an optical correlator or a a vector matrix multiplier system. However, the details of the
ART algorithm call for normalization steps and the selection of maximum outputs in order to decide on
the beat match. Conventionally one would read the optical signals out of the system and into an el6tronic
computer where the required manipulations would be performed. This leads to a substantial bottleneck in
the processing. Recently Caudell proposed a "stem based on the optical vector matrix multiplier which uses
smart pixels on several planes in order to obtain the required functionality [2]. Light from the input array
illuminates the matrix columns and this light is collected on the detector array. Depending on the outcome
of this calculation the stored vectors on the matrix rows may be either updated via an ANDing operation
with the input vector or a new row is added. Caudell explains the operation of the system in schematic
terms and recently we have implemented the matrix array using liquid crystal on silicon (LCOS) technology
[4]. Each pixel of this two dimensional array comprises a photodetector, a memory element (flip-flop) and a
modulating element and measures 75 ism on a side.

The matrix element is thus relatively simple. However, the output array has considerably more
functionality since we require the following mathematical operations.

T.I " III
a+ t1l71 a + NV

and
T.I: (2)

The numerators on the left hand side of both these equations are, of course, implemented optically. If the
normalizations were to be implemented "directly" we would need analog memory and division circuitry. A
more compact way however is to adapt the circuitry discussed in [5]. Consider the circuit shown in figure 1
where the current I which flows through voltage controlled resistors RI and R2 is

I= Vd (3)

qp •• , • • ' •i• +
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where K.V. and K6% awe the conductances of R1 and R2 respectively. Then the voltage V,., measured at
the junction of RI and R2 is (after a little manipulation)

1 V4Vo .
KV. V+KV 1 . (4)V, M&=l V. + K&Vb/K.

Thus if we can make the template moduli proportional to V# and the inner products between the inputs
and templates proportional to V4 we can perform calculations of the form required for equations 1 and 2. A
problem however is the storage of the template moduli while the inner products are being calculated. We
get round this problem using the circuit of figure 2 at each pixel. The operation of this circuit is as follows.
Light first falls on the photodetectors from the template modulus calculation, generating photocurrent. Vi
is pulsed high, letting the gate of T, charge up. The final voltage on T, is determined by the amount of
photocurrent and the time that Vi goes high. Vi now gowe low, trapping charge on the gate of T1. Light
now falls on the photodetector from the inner product calculation. If the voltage V on transistor T2 is now
set to a small value, we see that the circuit is identical to that of figure I and the required calculation of
equation 3 can be read as V.i,. Once the signal is read off Vi and Vo are set high to discharge the gate of Tt
in preparation for the next calculation.

There are several other operations that need to be implemented for the ART algorithm. One of these
is the selection of the maximum output from equation 1. This can be effected using a winner-take-all circuit,
as described in (61. The implementation and testing of the circuitry will be presented at the conference.
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[1) Carpenter, G. A. and S. Grssberg. A massively parallel architecture for a self organizing neural pattern
recognition machine. Computer vision, graphics and image processing 37 (24), (1987)

[2] Caudell, T. P. A hybrid optoelectronic AMT1 neural processor. Applied Optics 31(29) 6220, (1992).
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The Completely Depleted PnpN Optoelectronic Switch
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Abstract: A novel double-heterojunction optical PnpN switch is presented which can be reset
from its on-state to its equilibrium state in a few nanoseconds. We show the unique potential of
this device as fast and sensitive optoelectronic switch.

Latching devices like thyristors are ill reputed for their slow turn-off. In a PnpN device, the reset
operation requires the removal of the excess free carriers in the center n and p layers. For device
integration in arrays, it is elegant to use two-terminal PnpN devices, and perform carrier extractirn
by applying a negative anode-to-cathode voltage pulse (VAK). Furthermore, it is also important to
realize that carrier extraction on its own is not sufficient: for the switch to operate uncritically and
with optimum sensitivity, it is imperative that all free carriers of the center layers be extracted. No
previously reported PnpN device allows complete carrier extraction, because of breakdown of one
or both of the outer junctions under negative VAK.

The key to PnpN layer structures allowing complete carrier extraction was revealed by numerical
simuiJliions (Figure 1). The number of free carriers (per unit area) in the center n and p-layers
during turn-on (between 0 to 2 ns) and turn-off (from 2 to 10 ns) are shown for 3 cases. Case A
has too highly doped center layers: a negative pulse of -10 Volt is not sufficient for complete
carrier removal. Case B has low enough doping in the center layers: within 1.5 ns all carriers are
extracted, and the voltage across the device VAK drops to the applied -10 V. Case C shows that
without negative pulse, carrier decay is extremely slow.

Next, we have fabricated PnpN switches which allow complete carrier extraction. Dopings and
layer thicknesses are chosen such that the center n and p layers are already completely depleted at
equilibrium, as shown in Fig. 2a. A switch can be reset from its carrier-flooded on-state (Fig. 2b)
to the zero-carrier equilibrium state by means of a negative pulse lasting less than 10 ns (detailed
measurements show 3 ns) ! Figure 3 shows the static I-V characteristics of such device. Figure 4
shows that after reset to equilibrium by means of a negative pulse beyond -8 V (region C), our
PnpN devices can be pulsed to any positive voltage smaller than the static breakover voltage (2.69
V) in nanoseconds without unintentional switch-on. In other words, our thyristors are completely
immune to dV/dt triggering! If the extraction pulse is not sufficient to'reset the device (less than
-8V), dV/dt immunity is not complete in nanoseconds (Fig 4), but necessitates milliseconds
(Figure 5). This is typically always the case with PnpN devices described so far in literature.

Our novel PnpN device has a unique potential as high-performance optoelectronic switch (as e.g.
demonstrated in differential configuration in [1]). Amongst all PnpN devices, it is the only one to
permit the combination of high speed and excellent optical sensitivity:

High spcd operation is possible. The reset speed is intrinsically limited by drift and diffusion of
the carriers being extracted, and even faster reset than the demonstrated 3 ns is expected to be
possible. After reset, the thyristor is completely immune to dV/dt triggering. It can therefore be
switched to any voltage close to the break-over voltage in nanoseconds (instead of the usual
micro- to milliseconds) without unintentional switch-on.

Opicalejitixyily is optimum: Independently of the detection principle used, highly-sensitive
light-reception requires to have a well-defined number of carriers present at the start of the
incoming light pulse: if any uncertainty exists on this value, the light pulse must at least contain
an equivalent number of photons to overcome the unknown carrier content. Our switch provides
ideal ard most reproducible control over the residual carrier density, since this residue is zero.

(1] M. Kuijk et al., "Optoelectronic switch operating with 0.2 fJ/lm 2 at 15 MHz", abstract sent in to
Optical Computing '94, Edinburgh, August 1994.
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Resonant.tunneling Triangular-barrier Optoelectronic
Switch (R-TOPS) for Optical Logic
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Abstract - We report a novel optical bistable device, which consists of a double-
barrier resonant-tunneling diode and a triangular-barrier phototransistor. Clear
negative differential resistance and optical bistability with high contrast and
high sensitivity are demonstrated.

An optical bistable device is a - ottical computing, and a lot of devices
have been studied so far for this , _e. As a photodetecting element in the
devices several kinds of structures such as a conventional heterostructure
phototransistor (HPT) have been studied [1]. As another candidate, a triangular-
barrier phototransistor (TBP) with a very thin gate layer, which has been
developed in GaAs / AlGaAs [2], is very promising from a view point of high
speed and high sensitivity. On the other hand, a resonant-tunneling diode (RTD)
has a potential to give a rise to unique functions attributed to its negative
differential resistance (NDR). In this paper, we propose a novel bistable device,
jesonant-tunneling _triangular-barrier _1toelectronic switch (R-TOPS), in which
a TBP and a double-barrier RTD (DB-RTD) are integrated.

Figure 1 shows a band diagram of the device fabricated. It was composed of
InGaAs / InAIAs for 1.5 gm wavelength range operation. The TBP had n+-i-
bp+-i-n+ structure, and in the DB-RTD a well layer and barrier layers were
InGaAs and AlAs, respectively. The device was grown on an n÷-InP substrate
by gas source MBE and was etched into a mesa with 60 pm4. Figure 2 shows a
schematic load-line graph for R-TOPS. A thick curve is the characteristic of the
DB-RTD, and three thin curves are the ones of the TBP at different input-light
powers PlP2 and P3, which show exponential-like dependence of current upon
voltage due to thermionic emission. By changing the input-light power, the
intersection varies as shown in Fig.2. Experimental I-V characteristics at
different input-light powers are shown in Fig.3. The substrate side was normally
positively biased at Vb, and the wavelength of input-light was 1.55 jim. Clear
NDR with bistability was observed as predicted in Fig.2 , and a peak-valley
ratio was 3.6. These properties show that both TBP and DB-RTD worked well.
The bistability in the relation between input-light power and output-current was
obtained as shown in Fig.4. It operated at the input-light power as small as 50
jtW or even smaller, and the output-current change was about 10 mA, which
was large enough to drive other optical devices such as a laser diode. Figure 5
shows the optical bistability at different bias voltages, which was obtained by
connecting the device and a laser diode. Clear optical bistability and sharp
optical NDR property with high contrast and low input-light power was

S S • 9
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observed. An intrinsic optical gain was estimated to be larger than 6 dB from
fiber to fiber. These characteristics show the possibility of XOR logic operation
as well as optical memory.

In conclusion, we fabricated a novel R-TOPS, and clear NDR and optical
bistability were obtained. The device is expected to play an important role for
optical computing.
(1] Y.Kawamnura et al. IEEE J. Quantum Electron., QE-28, 308 (1992)
[2] C.Y.Chen et al.,Appl.Phys.Lett. 39, 340 (198 1)
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Abstract

We simulate heat transfer in hybrid Silicon IMplamted OXide optical logic gates md link it to their static and dynamic
behaviour. We compare our simulations with experimental data and draw conclusions for optimization. The
potntialities of the devie in view of its compaibility with VLSI circuitry ae discussed.

Summary

In this paper we report on the progress which has been made in the fabrication and use of
2-D optical logic planes consisting of silicon Hybrid Electrically Assisted Thermo-Optic
Resonators (HEATORs) [1].

The HEATOR-structure combines a pixellated nonlinear microresonator with the properties
of a pin-photodiode. When reverse biasing the device it can be used as logic gate [2], while a
forward bias turns it into a high-speed spatial light modulator [3]. Moreover we believe it iL
possible to extend its functionality by providing both active intrapixel and interpixel MSI, LSI
and even VLSI circuitry, thanks to the unique combination of both the hybrid character of the
device and its silicon nature. The present-day devices might therefore evolve to more
sophisticated smart pixels. The ability to store data at a pixel can be used to implement memory
functions (although this might be done exclusively with electronic circuitry). Furthermore,
HEATORs integrated with Si-photodetectors or HEATORS used as photodetectors can lead to
on-chip sensors. In combination with electronic circuitry, the HEATORs can be used to
perform intrapixel processing with low level processing capabilities such as signal
amplification, thresholding, summation and logical operations that can be performed on input
and stored data. Finally, since the HEATORs also feature SLM properties, they can be used to
optically output data and to provide interpixel communication via local and global interconnects.

In the past we developed and characterized two types of HEATORs: the first generation was
fabricated with double-sided polished Si substrates, the second generation used silicon-on-
sapphire substrates (SOS) [2]. The second generation, relying on an epitaxially grown silicon
layer, overcomes the thickness nonuniformity of the first type. Moreover, the mesa-like shape
of the second generation resonators prevents lateral heat diffusion, lowering switching power
and eliminating interpixel thermal cross-talk. The second generation prototypes display optical
bistability at much lower input powers than the first generation, but still need mW-switching
powers.

We now have fabricated a third HEATOR type with a Silicon Implanted Oxide (SIMOX)
substrate that overcomes the second-generation shortcomings [3]. The device structure that is
depicted in figure I is obtained by implanting an oxide layer (D--0.43 Itm) in a silicon substrate
such that the Si-SiO2-S1 iiterface acts as a mirror with a refleotivity of R=0.55. Then three Si
epilayers ayer 1: 10000A p+ 101- 1019 cm-3, layer 2: 45000A non doped, layer 3: 5000A n+
10s-1019 cm-3) are grown and we etch the mesa with RIE and standard lithographic
techniques. Finally, a reflective dielectric coating (R=0.8) is deposited on top of the pixel thus
increasing the finesse of the resonator cavity to F=3.3. If we etch the Si substrate right down to
the SiO2 layer, we can deposit on the bottom a coating with a reflective coefficient R=I, and on
the top side a coating with R-0.9. In that case the finesse of the resonator would be F-12.2.

An efficient operation of these devices requires a high increase of the resonator's temperature

w...,>. S . . • ... 5 nu9mm mm m ~ u ml l I/ l
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AT when illuminated. In order to gain insight into the temperature distribution within this
stucturre and to optimize the tmiperature rise AT, we have developed a simulation program in
which we use a finite-difference method to solve the partial differential equations that describe
the heat transfer in the device. Besides the dynamical build up of the temperature in the
resonator cavity (figure 2) the program also calculates at any instant the optical output of the
device for a variable optical inpuL To that end it takes into account all the characteristics of the
resonator. In our paper we show, using the heat transfer model, that these devices can display
bistability at multi-microwatt optical bias power and that, when adequately dimensioned, cross-
talk can be avoided such that they can be packed into dense arrays. Furthermore, we
demonstrate that an appropriate geometrical design of the structure combined with proper heat
sinking allows microsecond switching times. We compare experimental data with the results
that follow from the numerical modeling and show that the scaling down of the resonator
dimensions considerably decreases the required switching power. We investigate on
phenomena such as critical slowing down and discuss the further improvements that can be
made to these devices from the viewpoint of switching times, biasing powers and switching
energies. We will show with experimental data that the use of thin Si-resonators allows the
operation of these devices from 400nm to 1100 nm leading to a true wavelength-flexible,
spectral linewidth tolerant operation. Finally, we will discuss the potentialities of this device as
a smart pixel, when considering its integration with silicon LSI, MSI and VLSI circuitry.

Figure 1: a. cross section of the SIMOX-based device, b. Picture of the top view of a row

Figure 2: Temporal evolution of the temperature in a SIMOX-device.

[1IH. Thienpont, L Van D Voorde, I. Verbeselt, W. Ranson, C. De Tandt, R. Vounckx and . Veretennicoff,
"Hybrid Electrically Assisted Thenno-Optic Resonators for Prototype Digital Optics: frown element to array",
Optical Computing and Processing, 1(2), pp. 145-155 (1991).
[2] IL Thienpont, W. Peiffer, N. Nieuborg, I. Veretennicoff, H. Dupont, R. Fernandez, Y. Bertic, W. Ranson,
C. De Tandt, R. Vounckx, A. Koster, A. Laval, "Optical information processing planes with silicon
technology~ , Internado"a Conference on Oplical Information Processing. SPIE 2051, pp. 180-192 (1993).
[3] X.Xiao etal, EEE Phot. Tech. Lem ,Vol 3, No 3, 1991.
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Pbotonic Device. Bond ean Nonlilmr E xcted-S e Absorption
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All-optical logic devices are imperative for the development of optical computing. Althoughi semiconductor
devices musig resonant nonlinearity usualy exhbit larg An, their large linear absorption may cause low device
throughput and undesiable thermal efiht. Hamre su mggest a new kind of devices based on nonlinear excited-
date absorption, which ane advantageous for their low linear absorption, fast response and mirrorless structure.
CO and some metal-organic materials wre employed to demonsmtrate the principle of such phoftoic devices.

A six-level model for organic molecule is proposed as shown in Fig. 1. Photons with frequency P, f the peak
of ground-state absorption are simultaneously absorbed by molecules in S,, S,. S, and T,. Populations of n,, n,,

n2,n in U,, S, S2, TI, and the photonic flux 0 can be obtained fromi Moowing equations:

(a/8t)n, =CqdOffi#,-Kj~n,-Kgfa, +K~jn 2  (1)

(MOI2=v,*n,-vO%-K21 n 2  (2)

N -90+n, +n 2 +nr (4)
(8/840 =(ff0+ur~n,+02%+on~r' (5)

where K. are transition probabilities, 0=I/hv,. Assume that I:=L.,(z)ftt), here I.(z) is the peak intensity at z, f(t)
is temporal function of the pulse. In above equations n2 can be neglected for us laser pulses and ar can be
neglected for ps laser pulses.

L

S2  T
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Fig. I Energy-level structure Pig.2 Transient absorptive optical bistability
Assume that a laser pulse with 15ms width (large thin interystein-crossing time constant) at 532nm are

employed as the light source. For a copper phtholocyanine solution, we simulated the characteristics of transent
absorptive optical bistability and the curve of output I(t,L) versus input I(tO) by using Eq.(1)-(4). The calculated
results are consistent with experimental is&a as illustrated in Fig.2.[lJ

o af

Fig.3 Characteristic curves of optical limiters Fig.4a Experimental results for all-optical switching
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Simulation of optical limiting in CO solution, and transmission T- FLIFo versus input fluence Fo by Usln
EBq.(1)-(5), we als consistmnt with experimental dafta (Fig.3)[2].

When a pulse laser with 15m at 532=. pumps a Ce solution of toluene, a large population can be
accumulated in T,. If in the sme time a CW laser diode beam at 747Am (coincides with absorption peak
wavelength of excited sotat Ta) pasies through the no*pl, photons of which will be intensively absorbed. So
dwa the output intnenity switches off. Thiu all-opbGW. switching process is shown in Fig.4 (a). The simulation
can be maude by using Eq.(1)-(4) for piump beam and Eq.5 for probe beami, asshown in Fig.4 (b)121.
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Fig.b Calc hesiulated adeprmns results foosifhn opical Rouaio nelative transmission vefu peake

beam T/Te versus peak Pumping intensity 1, A desig for 'Exclusive AND* and *Exclusive OR* gates based
on this characteristics is shown in Fig.6.[3J.

When using gps pulses at 532mn to act on a cadmium texaphyrin solution we observed that reverse saturable
absorption was exhibited only at low fluences. At high flueuaces, however, saturable absorption was appeared,
as illustrated in Fig.7. The reason is that lifetimes of S, and S2 in cadmium texaphyrin are comparable to laser
pulse width, so n, can not be neglected, and q2< a,[4]. The sinmulated results of T versus F, by using (1)4(5)
agree well with experimental data. TIsa kind of curve may be useful for optical logic operations in optical
computing.
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Polychromatic all-optical gate based on second-order nonlinearity
V.P. Torchigin and A.E. Kobyakov

Scienafic Coempter Center. Russia Acaemy of Sciences. Moscow, Leniny pr. 32A,
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A possibility of using known quasi-phase-matched second-harmonic generators as the
main components of an all-optical gate for performing logical operations on WDM signals is
considered. The main parameters of the gate are estimated.

The proposed approach enables the unique possibility of development of polychromatic
all-optical gates for processing wave-division multiplexed (WDM) signals so that the overall
rate of signal processing can coincide with the maximal bit-rate in a short optical
communication line.

A schematic diagram of the proposed gate is shown in Fig. 1. The horizontal nonlinear
integrated-optics lightguide has several identical periodical domain inverted structures (PDIS),
which are usually used in a well-known quasi-phase-matched second-harmonic generator
(QPM SHG) [1]. Optical power enters in the input of the lightguide in the form of a periodical
sequence of pulses with a carrier wp. The frequency selective directional couplers (DC) are
used both for entering the logical signals A, B, and C with carriers a. (a,<mp) and for
extraction of the result signals X, Y, and Z with the same carriers. The cross-transmission
coefficient of the DC is close to one for the signals with the carrier os and to zero for the
signals with the carrier cop. In such a device the pump cop, signal w., and idle ol carriers satisfy
the following conditions bf quasi-phase-matching:
Ak-2r,/A (1), capc=os+j (2), where Ak-(n(cop)co-n(os)ws-n(woi)coi)/c (3),
n(co) is an effective refractive index of the lightguide, A is the period of PDIS in the lightguide,
c is the velocity of light in vacuum. In the particular case when os=o=oV/2 equation (1)
represents the QPM condition for an SHG.

As the waves with the carriers op0, co and arbitrary phases enter the PDIS lightguide the
interaction mentioned manifests itself in appearing the idle wave with the carrier " and
increase in the intensity of the waves with the carriers wos and wj and in decrease in the intensity
of the wave with the carrier cop [2]. In this case the PDIS lightguide is used as an optical
parametric traveling wave amplifier (OPTWA). The intensity of the wave with the carrier
vanishes on some distance. The length of the OPTWA is chosen equal to this distance, so that
there is no wave with the carrier wop at its output. This situation takes place if a small control
signal with the carrier co, enters in the input of the OPTWA.

C ~( 0 s ,)0
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Fig. 1 Schematic diagram of the gate Fig. 2 Dependence of the carriers cs and wi of signal

and idle waves on the carrier 0 of pump in an
OPTWA if the QPM conditi6n is satisfied
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The signal with the carrier % is present at the output X only when the control signal A
with the carrier w. exists at the input A, i.e., the output signal corresponds to the input one
amplified by power. Analogously, the signal with the carrier % presents at the output Y only in
the absence of the signal A and presence of the signal B, i.e., the result signal at the output Y
corresponds to the logical function TB. Generally, the gate can have N logical inputs A,BC,...
for control signals and N logical outputs for result signals X,YZ,... The result signals
correspond to the following functions: X=A, Y=f.B, Z=4BC,... It is easily seen that even the
gate which has only two logical outputs is boolean complete.

The usual well-known DCs can be used for physical realization of the gate. Because
localization of light wave field in a cross-section of a lightguide decreases on lower carriers,
the beating length L. for a wave with the carrier cs can be obtained essentially smaller than Lp
for a wave with the carrier op. The DC length is chosen equal to Ls/2 so that the cross

transmission coefficient is equal to one for the wave with the carrier os. As Ls<<Lp, for a
wave with the carrier this coefficient is close to zero.

One more essential advantage of the gate is its capability of simultaneous processing
several sets of signals. Actually, QPM condition (1) can be satisfied at the same time for
several sets of signals f and o., which can be chosen so that Ak be constant. Therefore,
several signals coj (j=1, 2, ... , N) can be simultaneously amplified. In other words, any SHG
with co•s=•/2 for which equation (1) is satisfied can be used as an OPTWA with other values
of wp and cos for which (1) is also valid.

In the particular case when n(co) is a linear function of co, dependence of co, and aci on wp
is shown in Fig.2. The carrier of corresponds to the fundamental harmonic when an OPTWA
is used as an SHG, for W%>2 wOf each value of w p corresponds to the only value of ons and vice
versa. One should note that for pairs (op- and Wsk (jsk) QPM condition is not satisfied and the
average effect of their interaction is equal to zero.

The power gain of the gate is equal approximately to that of an OPTWA and can exceed
20-30 dB. The contrast ratio of the gate is larger than its power gain by the value of losses in
the PDIS lightguide. The bit rate FI is determined by the difference in group velocities of
pulses with the carriers cop and W. in an OPTWA and by its bandwidth. Assuming that the
difference in velocities is equal to 8% [3] and the bandwidth of an OPTWA having the length
of about I cm is -0.2 nm [3], we obtain Fl--25 GHz. The maximal value of Nis determined by
the expression N=Ft/FI, where Ft is the total bandwidth of an OPTWA for various pumps. In
this case NE103. The pump power for I cm-length-OPTWA is equal to several Watts, the
control signal power is 20-30 dB less.
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All-optical Bistable Devices (ORION) using Laser Diodes coupled to

Interference Filters of Narrow Spectral Bandwidth
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Abstract: All-optical bistable devices were demonstrated by using the longitudinal mode
hopping of the laser diode and the narrow transmission spectrum of an interference filter.
Optical switch-on and -off were confirmed by directly injecting a dye laser.

Optical bistability in laser diodes (LDs) is a most interesting subject because of its
many advantages; for example, such diodes have optical gain, can provide large fan-out

and can have operating times less than a sub-nano second. Bistable optical devices were

confirmed by using the longitudinal mode hopping of the laser diode and the narrow
absorption band of erbium in an yttrium aluminum garnet crystal (Er.YAG), and referred

to as ORION (Optical logic devices using the Red shift of a laser diode and Inversion in
Optical absorbers (or filters) of a Narrow spectral bandwidth).1-3) However, when using
an absorber such as an Er:.YAG crystal as reported earlier, no absorption wavelength can

be utilized other than that specific to the absorber. Furthermore, there was a disadvantage
that ceramics like YAG hardly conform to semiconductor. This paper shows that the

ORION device was successfiuly demonstrated by using an artificial dielectric interference
filter in place of the natural absorber such as the Er.YAG. By using the interference

filters in this study, it becomes possible to use an arbitrary wavelength and form the filter

on semiconductors using vacuum evaporation with ease. The optical switch-on and -off
phenomena were observed by direct injection of an external dye laser beam into the LD.

The light source was a high power AlGaAs laser diode operating in the single
tiransverse mode. The threshold current is 50mA, the operating current at optical output
of 30mW is 100mA and the slope efficiency is 0.6mW/mA. Its oscillation wavelength

was kept stable by adjusting the temperature of the laser-head. The dielectric interference

filter was formed by vacuum evaporating 11 layers of 8661 of TiO2 and 1335A of SiO2

alternately on a glass substrate heated to 3000C, then placing 2670A of SiO2 as a spacer,

and adding another 11 layers of TiO2 and SiO2 alternately with the same thicknesses.

The refractive indices of TiO2 and SiO2 films were 2.25 and 1.46, respectively. Optical

waveforms were determined with a digital oscilloscope with a bandwidth of IGHz and a

photodetector with a rise time of 90psec. An external dye laser excited with a nitrogen
(N2) laser was injected through a beam splitter into the LD. The dye laser produced a
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beum with a central wavelength of 546am, a spectral width of 2nm and a pulse width of

Figure 1 shows relationship after transmission through the interference filter between

the las power and the injection current of the LD in continuous operation measured
with an optical power-meter. It was observed that the bistable curve fell rapidly at 82mA

as the injection current increased, and in contrast, rose rapidly 78mA when it decreased.

Figure 2(a) exhibits the optical intensity variation after transnmson through the filter
when the pulsed dye laser in Fig.2(b) was injected into the LD during continuous
oscillation at an injection current of 79mA (Point A in Fig.l). The optical switch-on and

-off are observed when the trigger light pulse of Fig.2(b) is applied. The rise and fall
time are around Insec and these are limited by the bandwidth of the oscilloscope.

In summary, since a hysteresis characteristic exists in the relationship between the
wavelength and the injection current of the LD, an optical bistability was observed in this

system. In addition, the optical switch-on and -off phenomena were observed by directly
injecting a pulse 500psec wide into an external dye laser. It was confirmed that the device

could convert changes in the wavelength of the ID into changes in intensity trnsmitting
it through the filter.
References:
1) Y. Maeda, Rev. Laser Eng., 21, 577 (1993).
2) Y. Maeda, Tech. Digest in Conference on Laser and Electro-Optics, 11, CThS62 (1993).
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Large Reduction of Saturation Carrier Densities by Strain in
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Abstract: The carrier densities needed to saturate excitons in strained InxGal..,As
/GaAlAs quantum wells decreases with increasing x and hence with increasing strain. A
factor of 10 reduction for x = 0.11 compared to x = 0 occurs. Implications for nonlinear
devices are discussed.'

The viability of all-optical computing depends critically on finding a material
structure with strong enough nonlinearity for array devices along with an optimised
architecture. Semiconductor quantum wells have shown good promise due to
excitonic enhancement at resonance near the bandedge. While the densities of
carriers necessary to saturate the excitons at room temperature are low, there is still
need for much lower densities. In this paper, we show that almost an order of
magnitude reduction in saturation densities can be achieved by introducing strain
into the quantum well. We show that for 0.11 In in InGaAs/GaALAs fully strained
wells, the saturation density is < 1 x 1017 cm-3 compared to - 8 x 1017 cm-3 in
unstrained GaAs wells. Previously only factors of 2 reduction have been observed in
this system [1, 2].

Samples of InxGal.xAs/GaAlAs quantum wells were grown by MOVPE with x = 0,
0.03, 0.11 and 0.15, the latter three labelled S, to S3, respectively in Figure 1. Ten
periods of 8 nm/8 nm wells/barriers were grown in each sample. Samples with x =
0.03 and 0.11 were fully strained, while the x = 0.15 sample was partially strain
relieved, as shown by cross-hatching under a Nomarskii microscope. Al was used in
the barrier to increase the well depths. The carrier lifetimes in these InGaAs wells
with AIGaAs barriers have been shown to be uniformly short [3], about 0.5 nsec, and
independent of In concentration or strain relief. We attribute the effect to defects in
the AIGaAs barriers. To probe the effect of the strain on the nonlinearity, we
measure and calculate the saturation carrier der, otf instead of saturation intensity,
since the latter also includes lifetime effects. To do this, we measure the absorption
spectra near the exciton resonance in each sample as a function of input optical
intensity I, and from the absorption coefficient a (X, I) we can calculate the carrier
density N(X, I) = a (X, I) r /E(X) where r is the measured carrier lifetime
independent of intensity over the range used, and E(X) is the photon excitation
energy. The saturation of the absorption at the exciton peak follows a (I) = a (o) / (1
+ N/Nsat) where Nsat is the saturation carrier density. This equation is only valid
when far from intensities at which absorption switches over to gain. Figure 1 shows
a plot of Nsat against In concentration for the four samples measured. Nsat for x = 0
is within the range of values measured by other groups and the x = 0.03 is similar to
this. A large decrease of a factor of 8 in Nsat occurs between x = 0.03 and 0.11
showing that strain has a dramatic effect on nonlinearity as expected from
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modification of the valence band density of states by strain. The 0.15 sample is
simi'ar to the 0.11 s&,mple and this can be attributed to the partial strain relief of this
sample. Also shown is a value of Nsat derived from a previous experiment [1] on an
asymmetric Fabry-Perot modulator with a large number (30) of x = 0.1 In wells. The
large value for Nsat is explained by the significant measured strain relief in that
sample. The value of Nsat reported in Ref 2 for a sample similar to S2 is only about a
factor of 2 less than in GaAs wells indicating possible strain relief in that sample also.

In summary, a reduction of almost a factor of 10 in the saturation carrier densities for
excitons in InGaAs by strain has been observed. This is expected from the reduced
density of hole states at the valence band edge by strain and consequently an
enhancement of the effect of phase space filling for exciton saturation. The data
indicate that, for higher In concentrations and full strain, Nsat may keep on
decreasing. This would have a large impact on devices based on exciton saturation
and increase their attractiveness for optical computing architectures. To avail of this
large effect, however, the problem of short carrier lifetime with AlGaAs barriers
because of defects will need to be resolved. For higher In concentrations, on the
other hand, GaAs barriers may be used without significant thermal activation of the
carriers over the barrier occurring, and hence without deleterious effects on carrier
lifetime and sample heating.
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Figure 1:Plot of saturation carrier density against Indium concentration x for x--0.03
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Strong Optical Nonlinearities of Semiconductor Quantum Dots and Wires.
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Strong and fast optical nonlinearities were detected in CdSe, CdSSe
nanocrystals and porous silicon. The observed phenomena were explained
in terms of filling of quantum well energy levels by carriers excited by
picosecond laser pulses.

Non!inear optical properties of semiconductor nanocrystals and wires of
nanometer scale size (quantum dots - QD and quantum wires - QWr) are of significant
interest in view of their possible applications in optical computing , as well as from the
fundamental point of view. The spatial confinement of carriers in these objects results
in the drastic modification of the energy spectrum (the quasi-continuous spectrum of
bulk semiconductor is replaced by the discrete one) and supposedly leads to the
enhancement of optical nonlinearities. We have studied nonlinear optical transmission
spectra of CdSe, CdSSe nanocrystals and porous silicon wires using time-resolved
pump-probe technique. Powerful picosecond (20 ps) pulses of the second harmonic of
a mode-locked Nd-YAG laser excited the samples; the delayed pulses of picosecond
continuum were used to probe the transmission.

The investigated samples of CdSe, CdSSe nanocrystals embedded in glass
matrix (semiconductor doped glasses - SDG) were prepared by the method of
secondary heat treatment and contained crystallites of the average radius R less than
10nm. Free-standing porous silicon layers were prepared by electrochemical etching of
n-type (111) Si wafers; the films were removed from the substrate by applying a short
electrical pulse. Atomic force microscopy data indicates that our porous Si samples
contain thin silicon wires of 3-5 nm diameter. The absorption edge in CdSe,CdSSe
QD and Si QWr is shifted relatively to the absorption edge of the corresponding bulk
semiconductor due to the quantum size effect.

Photoexcitation resulted in the significant bleaching above the absorption edge
of quantum dots and wires. Up to three bleaching bands have been observed in the
nonlinear transmission spectra of CdSe,CdSSe nanocrystals. We could resolve the
thermalization of carriers (transitions from higher energy levels to the lower one seen
as the changes of the relative amplitude of the bleaching bands) followed by the
recombination of electrons and holes. A sufficient cuttoff of the intraband relaxation
time compared with the bulk semiconductor was observed. The spectral position of
bleaching bands and their kinetics allowed to attribute this bleaching to the filling of
energy levels of spatially confined electrons and holes by photoexcited carriers:
saturation of 1S-IS, IP-1P and even higher transitions was clearly seen. It is important
that these bands could not be resolved in the linear absorption spectra (probably
because of the strong inhomogeneous broadening due to the size distribution of
nanocrystals).
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The obtained values of y M)( 10-9- 10-'0esu) for SDG samples are much greater
than for "classical" nonresonant nonlinearities.

The bleaching bands corresponding to the transitions between the levels of size
quantization were observed in the nonlinear transmission spectra of porous crystalline
Si wires while the linear absorption spectra had no perculianties dealt with space
confinement probably because of strong inhomogeneous broadening caused by size
dispersion of wires.

The induced decrease of absorption was explained by filling of the size-
quantized energy levels with nonequilibrium carriers (saturation effect). Instead of the
indirect gap of crystalline bulk silicon, the band structure of the wires exhibits a direct
gap - the projections of four valey minima of bulk silicon oriented along (100) and
(010) directions onto the wire axis are at the zone center. The energies of two
bleaching bands correspond to that of size-quantized wire with about 3x3 nm 2 cross
section (the lowest transitions Ehl 1, EllI for electrons with effective mass in (110) and
(110) confinement directions and heavy and light holes). Probably only part of the
wires with proper cross section (proper energy spectra) were resonantly excited by the
laser beam. The Ell,-band could be seen only at zero delay of the probe pulse; the
relaxation time of Eh, -band for porous Si (300 K) was about 40 ps.

The values (-40lesu) and dispersion of imaginary part of third order nonlinear
susceptibility )() of porous Si were obtained.

The observed strong and fast nonlinearities in Si quantum wires and CdSe,
CdSSe quantum dots make possible future applications of these materials for high
speed optical switching.
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Carrier Heating Induced Optical Bistability
in Degenerate Semiconductors and Quantum-Well Structures
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Abstract. Carrier heating induced suppression of band flling has been shown as an effective
mechanism of optical nonlineariy in bulk and quantum well IlI-V semiconductor structures, which leads to
both absorption and dispersion types of optical bsabilly and all-optical switching in a picosecond te-scale.

Photonic switching in Mll-V heterostructures in the spectral region near the fundamental
absorption edge attracts much attention because of its great capability for optical computing and
information processing [1]. An important line of activity in the field is a search for novel
physical mechanisms of optical nonlinearity (ON), those can improve characteristics of related
digital systems, in particular their speed. Here we discuss the carrier heating induced
suppression of band filling as such a mechanism in both bulk semiconductors (BS) and
quantum-well structures (QWS), that leads to all-optical switching in a picosecond time-scale.

The nature and the main features of this ON may be explained as follows. Consider
degenerate n-type BS or QWS with thermalized 3D or 2D electron gas and Fermi quasilevel 0
well above the conduction band edge or bottom of the ground subband, respectively. The
optical absorption is determined by both intraband and interband radiative transitions. For
photon energy hA related to direct interband transition into the state a little bit below Fermi
quasilevel, exciton effects play no role and the absorption coefficient A, may be written as:

Aw =or, N+ aj. - f(eC)l.

Here a. is the cross-section (per one electron) of intraband absorption, N is the carrier
concentration, a, is the interband absorption coefficient when degeneracy is lifted, f is the

Fermi-Dirac distribution function, ea, = (lXho - ys). where # and m are the reduced mass
of electron-hole pair and effective mas of electron, respectively, es is the energy bandgap. In a
case of QWS Am, N, and a. all are thought as being averaged over the period of a structure,
while es - as the energy gap between extrema of ground electron and hole subbands. Usually
ao, ovN and so interband transitions give the main contribution if f -* 0, i.e. in the absence
of degeneracy. Otherwise, if Fermi quasilevel 0 satisfies inequalities:

O-es > Tin (, )> T,

where T is the effective temperature of carriers, f(ed) -+ 1, i.e. interband absorption gets
weakened by band filling, and A, - a,,N. However, intraband transitions lead to generation
of energetic carriers and under the thermalization conditions, those are typical for a high-density
degenerate electron gas, they give rise to increase in temperature of a Fermi sea as a whole. The
larger intensity of light, the stronger carrier heating and when T> D - e. the ultimate case of
f(oe) -, 0.5 and A, - 0..m, is achieved. Thus, we have an ON with increasing absorption
caused by carrier heating suppression of band filling and characterized by a nearly step-
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function dependence of absogpdon €oefficient Am on light intensity Im. Its value needed for

switching from weak (inlraband) to snobs (intetband) absoqxion may be estimated as:

TO am

where 1"0 and tT are the dark temperature and characteristic cooling time of carriers. € is
m, nencal pm, ne•. dMmmt in cases of BS and QWS. The last one is more aurac•ve from the
power point of view, because of quantum confinement makes possible the direct intraband
transitions (from ground to continuum state, for example) and so enhances the free-carrier
absorption. For a tyl•al GalnAsP/lnP QWS parameters (o•,- lo-tS cm2, TT" 3p$, N,,, 3010

ZYcm-•, and am- lO'•cm-z) we find that at room temperatm• switching fiorn weak to strong

absorption occurs at Iw • I06W/cm2. Even this value, related to full eliminating of band filling

effect, seems to be not an extremely large, but really only the partial suppression of band tilting
is needed for optical switching. The speed of switching from weak to strong absorption is
determined by thermalisation of energetic carriers, while the speed of a back switching is
fimited by the rate of cooling of a Fermi sea. Under the actual conditions both processes lead to
a time delay in a few picoseconds only and so described mechanism of ON allows to improve
speed of switching compared to any ones involving bipolar generation and accompanying slow
recombination processes [ 1 ].

To justify the adduced qualitative scenario we pe• the detailed theoretical study
and numerical simulation of carrier heating induced ON and optical bistability (OB) in doped
GalnAsPIlnP BS and QWS. In a case of BS the impurity-assistant indirect transitions are
assumed as being responsible for intraband absorption. They are described under the second
order of perturbation theory, and arbitrary degeneracy as well as plasma screening are taken
into account. In a case of QWS the direct radiative transitions from ground subband to
continuum are considered as a reason for intraband absorption. For their description the
convenient envelope function approximation is employed, but spatial variations of a
longitudinal effective mass and quantum-size effects in the continuum states also are involved
into consideration. The results of numerical calculations are presented in the form of photon
energy and carrier te• dependencies of material absorption coefficient and refractive
index (determined trough the Kramers-Kronig transformation). They show that the main
features of temperature ON in degenerate narrow-gap semiconductors as n-type GalnAsP/InP
(both BS and QWS) - the red-shift of fundamental absorption edge and the nearly step-
function variation of Am ('/') -an• analogous (with interchange of T and N) to the features of
well-known concentration ON in undoped wide-gap semiconductors of the type Cd5 [2]. At
the same time, carrier temganatu• induced ON is faster than carrier concentration induced ON
in the recombination to cooling times ratio, i.e. approximately in three orders of magnitude.

Carrier heating induced OB in BS and QWS is studied in vertical and waveguide
geometry, respectively. (the radiation in a waveguide is assumed TM polarized). So far as
generation of noneqmlibnum carriers is unimportant under the actual conditions and both
absorption coefficient and propagation constant are determined by carrier only, the
seW-consistent treatment of a nonlinear light-carrier interaction is based on the coupled set of
electron thermal condu•ivity and light •on equations. Also the nonequifibrium phonon
effects are takm into account as leading to a .lag in the energy relaxation of a dense electron gas 4

and so having substantial influence on career temperature. Then, two ultimate cases in the
conditions for appearmu:e of OB are distinguished, those relate to resonatorless OB due to
increasing absorption and dispersion type OB in nonlinear asymmetric resonator. The
numerical simulafim is carried out for each of which, that shows the o•,-tm, enoe of hysteresis in
the power transmission characteristics and the possibility of all-optical switching in a
picosecond time-scale. It is found, that the lowest required intensity of the incident light
Sto the case of dispersion type OB in a QWS • waveguide resonator.

Igtfegtl•tt. 1. S.W. Koch, N. Pqlinmtbmim, sad H.M. Oil•. J. A/•/. Plqs., [k• RI (1988).
2. S.W. Koch,/'I.E. Sdmddt, sad H. ElmS. AppL Plq$./.,at., •t, 932 (1984).
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Abstract:

Dffaton kinetics of transient gratings in GaAs epilayers and GaAs/GaAIAs
multi-quantum wells at room temperature are reported. Samples are prepared by
lift-off epitaxy. The results are interpreted in terms of time separation of the
electronic and thermal contributions.

SUMMARY
The aim of this work was to study the subnanosecond diffraction capabilities

of GaAs epilayers and GaAs/GaAIAs multi-quantum wells at room temperature.
The epitaxial structures were grafted onto glass slides by means of the lift-off
epitaxy technique. Diffraction kinetics of transient gratings were measured using
the first order diffraction in the Raman-Nath configuration.

Experimental set-up: Pulses were generated directly at the wavelength 1.064 pm
by an actively mode-locked Nd:YAG laser. Pulses at the wavelength 0.532 pm
were generated by frequency doubling in KDP crystals. The duration of the pulses
was approximately 30 ps. These pulses synchronously pump a dye laser operating
in the range (825-850 nm). The duration of the pulses was approximately 15-20
ps.Two equal energy pump pulses at the wavelength 0.532 pm (PI and P2)
interacted inside the sample to produce transient gratings. The external angle
between these two pump beams was 20 =0.1 radian, corresponding to a grating
period A of 10 pm. The grating was then read by a probe pulse (T) generated by
the dye laser and directed in normal incidence to the sample surface. The probe
pulse was delayed with respect to the pump pulses P1 and P2. The pump and
probe beam sections were limited by a circular diaphragm stuck on the sample. The
diameter of the hole was lmm.The pump pulses energy was varied in the range 1-
10 mJ/cm2 . The probe pulse energy was lower than 0.1 miJ/cm2 .We measured the
energy of the first order diffracted pulse versus the probe delay. A diffiraction
kinetics is reported in Fig. 1.

Somnpes preparation:
Active multi-quantum well epitaxial structures on transparent substrates were
achieved in two steps. First, the structures were grown on GaAs substrates by
molecular beam epitaxy. They consist of 80 periods of alternating GaAs wells and
(Ga,AI)As barners, whose thicknesses are 9.6 nm and 13 nm respectively. Second,
the epitaxial structures were removed from their substrates and grafted onto glass
slides by means of the lift-off epitaxy technique.

W V 9 .
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Fig. 1: Diffraction kinetics in the first order Raman-Nath configuration
measured on multi-quantum wells GaAs/GaAIAs. The pump pulse energy
for P1 and P2 are respectively 4 mJ/cm2 and 2 mJ/cm2 .

Experimental results:
The diffraction kinetics exhibit a peak during the first 200 ps and then a

minimum within the interval 200-300 ps. The diffracted pulse is very unstable in
this late interval due to the competition between several opposite processes (each
reported data point has been averaged over 20 pulses). After 300 ps the energy of
the diffracted pulse rises up to a stable value.

Interpretation:
The peak in the curve of Fig. 1 is due to an electronic process. The presence

of the electron-hole plasma induces a decrease of the optical index in the
illuminated fringes. For long delays, the thermal contribution is dominant and
produces an increase of the optical index in the illuminated fringes. The interval
(200-300 ps) corresponds to the change of sign of the optical index. A model will
be presented to support this interpretation.

In present work, differents wavelengths for the pump pulses are used in
order to vary the penetration depth of the pump.

These results are only a part of a more general study developped in our laboratory
in order to use GaAs epilayers and GaAs/GaAIAs multi-quantum wells for all-
optical interconnects.
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Abstract. Optical nonlinearity in the vicinity of fundamental absorption

edge in heavily-doped n-GaAs and n-InP has been experimentally investigat-

ed in details. The theoretical analysis concerning the possible mechanisms

of nonlinearity observed is presented.

By an earlier date it was reported 11-3] that heavily-doped

semiconductors A3 B exhibited high potentiality for use in bistable

Fabry-Perot switching devices. The nonlinear optical properties of such

semiconductors need to be understood in details. In this paper we report

the results of our further experimental investigations and some

theoretical considerations of the optical nonlinearity in heavily-doped

bulk samples of GaAs and InP (the concentrations of shallow donors

n-O 1 8cm- 3 ) in the vicinity of fundamental absorption edge. This spectral

region is of particular interest because of the maximum of the nonlinear

response observed. We have used both the technique of saturation

absorption (to determine nonlinear absorption changes) and self-

diffraction experiments (to determine refractive index changes). The

experiments have been carried out by using 8 ns laser pulses, generated by

a tunable color-center laser. All of the experiments were conducted at

room temperatures.

i. The transmission spectra of the semiconductor samples at incident

light power varied from 103 to 106 W/cm2 were measured. The effect of

optical bleaching below the band edge has been observed. This effect is

much greater in samples with high concentration of impurity (n&l0is ci 3 )

as compared with medium and slightly doped ones. The nonlinear response

in absorption decreases with the increasing of a waveilength. For Instance,

in n-InP:Sn sample (n-lO1 c0 3 ) the saturation intensity increases from

0.17 MW/cm2 at wavelength 935 nm to 0.88 MW/cm2 at 955 nm). To the

contrast, in semi-insulating samples the increase of absorption has been

observed in fhe same spectral region.

1i. The self-diffraction measurements have been carried out at the
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conditions of the Raman-Nath diffraction. In most experiments the

multy-order diffraction (up to the fourth diffraction order) took place.

The spectral and energy dependencies for the Ist, 2d and 3d diffraction

orders were measured for a number of doped semiconductor samples. It has

been found that the self-diffraction efficiency reaches the maximum at

wavelengths slightly below the band edge. Our estimates give the value of

nonlinear refraction index change of about 0.002 at incident power of 200

KW/cam2 for InP:Sn (n-iO 1icm- 3 ).

lit. Theoretical analysis of possible mechanisms that are

responsible for the nonlinear optical absorption observed Is presented.

The nonlinearity considered Is assumed to Involve the following effects:

band filling, band gap shrinkage and screening of randomly distributed

Impurity potential, as a result of optically generated electron-hole

plasma. It Is supposed that the nonlinear optical absorption can be

analyzed on the basis of the theory of linear interband optical absorption

in case of disordered potential [4], by taking Into account the dependen-

cies of semiconductor parameters, such as band gap energy, electron and

hole Ferml quasi-levels and screening length, on the density of photo-

generated carriers. This method enables us to consider the absorption edge

broadening caused by both the Franz-Keldysh effect In the internal field

of randomly distributed ionized impurity atoms and inhomogeneous band gap

shrinkage. In Numerical simulation of the process of a nonlinear

interaction of laser pulses with semiconductor samples we use preliminary

calculated dependencies of the absorption coefficient on the concentration

of the photoinduced plasma. The comparison of calculated and experimental-

ly measured spectral and energy dependencies of transmission allows to

clarify the contribution of different mechanisms in nonlinearity observed.
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Abstract
Two key components for future photonic networks using wavelength

multiplexing are designed using commercially available popular technologies.
These components handle wavelength conversion and filtering. Design parameters
and design results are introduced.

1. Introduction
The first step towards a photonic switching network will probably be the

introduction of frequency multiplexing into a subscriber access fiber line. Most
research level devices are not adequate yet because they are too expensive, not
reliable enough and hard to find. This paper describes two key components for
wavelength conversion and filtering designed using currently available
technologies. The components are experimental products, therefore it is assumed
that further improvements will be needed by having evaluation result such as
applying new device technologies. The design specifications were:
(a) Wavelength band: 1. 1 - 1.6 gm
(b) Number of multiplexed waves: eight
(c) Minimum Wavelength spacing : 20 nm
(d) Fiber mode: Multi-mode (50 g~m core diameter)
(e) Maximum signal speed (design target) : 622 Mbps ( >IGHz)
(f) Transmission distance (design target): 5 - 10 km

Selected LD (Laser Diode) wavelengths were 1175-1190, 1210-1225, 1275-
1285, 1305-1310, 1330-1340, 1505-1525, 1545-1550, 1570-15801km.

2. Wavelength Conversion Component
This converts a signal of one wavelength to one of another wavelength,

under instructions from wavelength selection port. The incoming signal is detected
by a photodiode, the electronic signal is amplified, a LD driver activates an
appropriate LD out of eight, and the output light is guided to the output fiber
through a coupling device.
(a) Input signal level : > -30 dBm (using an InGaAs-APD)
(b) Amplifier gain :30 dB
(c) Modulation transparency digital / analogue (by bias selection)
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(d) LD output signal level : 0 dBm (using a commercially available Fabry Perot
resonator type LD bare chip)
(e) Fiber output signal level -10 dBm
(f) Signal selection port: TTL level (selecting one out of eight)
(g) Size: 120x66x40 mm (excluding connectors and pigtails)
(h) Power: +5, -5, +80 volts
(i) Others : power feed connector, channel selection monitor LED, input signal
monitor LED.

3. Filtering Component
This receives a signal with eight wavelengths multiplexed on it, and

separates out and guides the signal at each wavelength to an output port for that
wavelength. It has no active device. The input light signal from the fiber is
converted into concurrent beams by several lenses. Each time the beam arrives at
a filter, it is divided into signals of two different wavelengths, one passes through
to the output port and the others is reflected to the next filter. The output ports have
a lens circuit which guides the light to an output fiber.
(a) Number of new lens designs : eight
(b) Filter fabrication : dielectric multi-coated filter
(c) Number of filter types :16
(d) Insertion loss less than 10 dB (design target)
(e) Size: 26x26x 18 mm (excludes connectors and pigtails)

4. Design Evaluation
The performance was measured and results will be introduced at die

conference. More than forty of each component were produced. Their cost was
reasonable.

Eight wavelengths is an adequate number at presents. If the number
increases, it will be difficult to purchase commercially available LD, and the loss
of the coupling device will also increase.

There is a technical bottleneck at connection between LD and coupling
device. Variations in LD alignment cause a loss of more than 10 dB. A simple
solution to this problem is required.
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ABSTRACT

We present a new multichannel heterodyne optical communication line based on a
family of high-stable monolithic neodymium mini-lasers pumped by the single laser.

Introduction

Diode lasers emission spectra demonstrate far from full accordance with neodymium ions
absorption spectra. Moreover, strong temperature dependence of the form and width of
emission spectrum of the semiconductor laser (AX/AT - 0.3nm/K) makes it necessary to use
thermostabilizing devices, which complicates the design of laser and decreases total efficiency.
For pumping with diode arrays the additional aspects of the variation in the central wavelength
and bandwidth from stripe to stripe must be considered. Variation of neodimium absorption
line center wavelegth in various laser materiales complicate simultaneousl pamping of a number
of different lasers using only one laser1.

Recently we demonstrated 2 the possibility to pump via Cr3 + a family of various
neodymium doped laser hosts using the only one laser. A set of such mini-lasers is useful in
multichannel optical communication lines. The comparative performance of a set of laser-
pumped mini-lasers based on Nd3 +, Cr3+:REG (Rare-Earth Garnets) are presented. The
prototype of a new multichannel communication line with information transfer rate estimated to
be of 1000 Gbit/sec is described.

Experimental results

Different semiconductor AIGaAs lasers or argon laser were used pump sources of
different Nd, Cr-codoped crystals: GGG ( X = 1062.1 nm), GSGG ( X = 1061.2 nm),
YSGG ( X = 1058.5 nm), GSAG ( X = 1060.2 nm) and several garnet mixtures
(GSGG/GSAG and YSGG/GSAG type) 3 .

We have tested the following active elements: GGG:Cr,Nd ; GSGG:Cr,Nd;
YSGG:Cr,Nd; GSAG:Cr,Nd. Cr3 + and Nd3 + ions concentration in the crystals can be
varied from 1x10 2 0 to 5xl0 2 0 cm"3 depending on the absorption efficiency of radiation
pumping.

A set of four linear monolithic mini-lasers united in one block and simultaneously or
separately pumped by the only one argon laser was created. The frequency shift (AFL)
between different lasers was - 100 GHz. On the base of this block of the lasers the model of
optical-fiber communication line was developed. The scheme of such optical-fiber

V V 9
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communication line is shown in Fig. The emission of four lasers is independently modulated by
high-frequency modulators.

The modulated emission was inse-ted through the optical connectors in one optical fiber.
The radiation emitting from optical fiL distant end is mixed with the emission of a similar
discrete-tuned laser. The discrete-tuned laser is a laser-heterodyne, which consists of the same
set of solid state mini-lasers. Due to the mixing of the laser-transmitter beam with the laser-
heterodyne beam on the broad-band photodiode the beat frequency signal is formed. The beat
signal carries useful information. Used photodiode band width AFpd was approximately equal
to - 5 GHz, that is considerably less than the difference between frequencies of the separate
lasers AFL. The photodiode selects the information from only one channel, which matches with
the frequency of the Laser-heterodyne optical frequency. Thermal tuning of the laser-heterodyne
was used to get optical frequency to operate at nearly the same frequency as a laser-transmitter
made of the material of the same composition. The monolithic linear lasers bandwidth was less
than 5 kHz. The heterodyne feed-back signal is used for the automatic thin tuning of
frequency of the laser-heterodyne. Information transfer rate using such multi-channel
communication line with the family of solid state mini-lasers on the base of GSAG/YSGG
solid mixtures (AXNd 3 nm) has the order of 10' 2 bit/sec.

Emitting (1) and heterodyne (6)
mini-laser families;
RF modulators (2);
optical fiber connectors (3);
optical fiber line (4);
optical mixer (5);
piezzo elements (7);
temperature stabilizer (8);
broad-band photodetector (9);
RF heterodyne (10);

6 tunable RF oscillator (11)
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ABSTRACT. Photoconducting polyimides, phthalocyanines and its polymer
dispertions have been studied as a photosensitive elements for liquid
crystal spatial light modulators. High resolution, low active losses
and excellent physico-mechanical properties are the main advantages of
the light valves investigated.

SUN MARY. Organic photoconductors are promising materials for optoelec-

tronic processes and devices (1,2). Photosensitive characteristics of

polyimides, phthalocyanines and its polymer dispertions in various po-

lymer matrixes were investigated by photoconductivity, photoelectromo-

tive force and electrophotographic methods. The diverse types of sensi-

tizers were used for expantion the photosensitivity to the red and near

infrared regions of spectrum. The best results were obtained with phtha-

locyanine type sensitizers with sensitivity up to IOm2/j. Phthalocyanine

dispertions in nonphotoconducting matrixes were also studied with photo-

sensit~vity in the visual and near infrared regions of the spectra. The

photosensitivity in such systems is mainly due to the photoelectronic

processes in molecules and aggregated forms of the pigment. The traces

of the solvent have strong influence on the photosensitivity spectra.

All the systems investigated may be successfully used in optically ad-

dressed liquid crystal spatial light modulators as photosensitive ele-

ments and matrixes for dispersed liquid crystals.

The liquid crystal light valves with organic photoconducting films which

investigated had high spatial resolution, low active losses and excel-

lent physico-mechanical properties. All the results obtained are discus-

sed as applied to the photonic information processing.

I.V.Mylnikov, A.Slusar., Mol. Cryst. Liq. Cryst., 1992, v.222, p. 125
2V.Mylnikov., Photoconductivity of polymers., Leningrad, Chimia, 1990
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Abstract The possibility of self-focusing and diffractionless propagation of light beam in linear biaxial
"gprotropic crystal has been shown. Asymmetrical components of Kerr-like nonlinearity tensor being taken
into account may lead to instability of slow component of fiber mode and also to self-rotation of polarization
plane of linearil-polarized incident light.

An account of anisotropy is essential in various kinds of linear and nonlinear schemes of Optical In-
formation Processing. Here we study forming of spatial structure of light beam in linear medium with
anisotropy of a specific kind and nonlinear interaction of modes in a fiber with Kerr-like nonlinearity.

1. For focusing or difractionless propagation of light beams negatively or sero curved wave vectors surface
is necessary. Biaxial gyrotropic crystals are unique media in this respect. For qualitative description of
these effects we use the following expansion for the wave vector k = k,. (q4)i +f, k. (q) = kono - iL4/v -

&w4/2, where k5(q-) - projection of wave vector of parcial wave on beam axis direction A, il is the vector
of group velocity, wu - curvature tensor of wave vectors surface, v = iM, no - phase velocity and refraction
index in the direction of beam axis.

From Maxwell equations with anisotropy and gyrotropy being taken into account one may obtain the
following expressions for principal values of curvature

c2  _O 2W1 = W2, = 2- 4, 0 = C' + ,• C - -' o = (C- - C-)(• - C) I

Cl,2,3- principal values of tensor of dielectric perceptibility.

The aberrations described by the following division term in expansion for the wave vector k have been
appreciated. They limit angular aperture 0,. of a spherical part. For a - HI0 3 crystal and for A = 10-6m,
length L = 10- 2m the estimation gives 0, = 7.1 * 10-3 rad.

Diffraction properties of fight in crystalls, like a - H10 3 are considered at gaussian beam example.
Calculation gives the following expressions for its width and radius of curvature:

w'•)= +tF0• 'R(l) = -ol(I + ( kw,/ (2)

where Y = z, + noZ2 4/2, z, is the distance from caustic to the front face of the crystal, z2 is the distance
passed by light inside the crystal. From (2) one can see if 0 = 0 beam trapping and if 0 < 0 beam
focusing occurs. In the last regime, in dependence on 4, z, L - relationship, may take place focusing either
at out'ut face of the crystal or inside the one or double focusing both inside and outside the crystal.

Note considered effects of focusing may occur for a - HI03 crystal for which # = -0.175.

2. Interaction of orthogonal linearly polarised modes in nonlinear fibers has been considered with asym-
metrical components of X3 tensor being taken into account. E.g., for D2 h symmetry with X12 getting into
account we obtain

S1, ,1
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-,d = (X'1 + ix12 )G'b2 + (2 x6 I b 12 +Xl I a 13 +k)a, (3-a)
•d6
db' = (XCa - iX' 2 )b a2 + (2 x6 6 a I' +X22 I b F: -k)b, (3-b)

where k is proportional to linear anisotropy. Questions concerning stability of slow mode are studed below.

We introduce both the parameters of anisotropy al = (x22- x1)/2, A 12 = 2 X66+XI2-(XI2+X22)/ 2

and parameter ro2, characterising relative level of excitation of orthogonally-polarized modes. When X2 = 0,
slow u.ode is excited, which used to be stable without the account of Kerr-type anisotropy [1,2]. Now it
loses stability when (2k - Aul)/A12 < 1, where k/a2, o: - the total intensity.

Under self-coordinate change of z2 and a02, when

A = 1 1+ •12 (4)

slow mode keeps the stability while intensity increases either. Polarization of mode is elliptical and is
changed from linear one on Y-axe (polarisation of slow mode) when 2k = All - A1 2 to linear one on
X-axe when 21 = All + A 12 .

The account of X1s is also carried out in the study presented. In that case nonlinear interaction
of two circular polarized modes doesn't change their amplitudes, but affects only their phase difference

S= 
X 2 ( a+ 12 _ a.- . 12) +X1 I a°+ 12 + Ia_ 12). (5)

As appears from (5), nonlinear phase shift and, therefore, self-rotation of polarization plane, in com-
parison with the case of XS6 = 0, occurs for linearly-polarized incident light either.
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Experimental Results of a 64 Channel, Free-Space Optical
Interconnection Network for Massively Parallel Processing

Ian Redmond ((609)951-2718) and Eugen Schenfeld ((609)951-2742)
NEC Research Institute, Inc., 4 Independence Way, Princeton, NJ 08540 USA

We report the ezperimental results of a 64 chan- 4 Pp
nel, high data rate, free-space interconnection net-
work for massively parallel processing archutecures.M
It uses VCSEL arrals, photodetector arrays and a
passtve optical routing network.I Introduction I 1 1;

In considering the massively parallel comput-
ers of the future, it is apparent that there are sig-
nificant difficulties in using electrical interconnec-
tion methods. Peak data rates in excess of 100 VCsL way Micai
Gbit/sec are typical for a single processor with
a 64 or 128 bit wide word. Inter-processor data cI w mb cub,
rates are presently in the range of 1-10 Gbit/Sec,
although clearly this will increase with higher pro- Figure 1: Schematic of the optical system.
cessor speeds. Coping with such data speeds over
inter-board distances, whether in single channel or
word-wide buses, is becoming increasingly difficult sible routings to a the target detector are shown.
with electrical interconncctions. The experiment has 4 'columns' each with one sim-
2 Goals ulated 'board' of 16 processors driving an 8x8 ele-

2 r goal iment VCSEL array. Data is received at the board
Our goal is to develop a system capable of by a 4x4 photodiode (PD) array. Note that in the

achieving: lretpsil ytm ahpoesrwudhv

1) Interconnection of 10,000 processors in an inter- largest possible system, each processor would have
connection cache architecture. one VCSEL array and a single photodiode (and the
connectioncear- tu-p re.or dt rtes o passive optics would have to be replicated as many2) Processor-to-processor data rates Of times as there are processors on a board).
1- loGhit/sec. Data is carried on arrays of parallel slow-

Many optical interconnection schemes have gaussian beams from the VCSELs and relayed by
been suggested, but often have difficulties of very microlens and micromirror arrays and simple bulk
demanding optics (SEED systems), or require lenses. The experimental system is constructed on
diffractive elements (and hence wavelength con- a 'slot~rail' system which allows modular assem-
trol), or use large central switches (such as SLMs bly, minimal alignment and good stability, similar
and photorefractive crystals) which do not scale to slot-plate systems already demonstrated.
well. We have attempted to make the best use Each optical channel is fixed and terminates at
of the optical and electronic components currently the receiving photodiode of one processor, so that
available. The optics is used only as an efficient there are N channels for N processors. Each pro-
method for communication, while signal genera- cessor selects, via an electronic switch, the appro-
tion, routing and detection is all done using elec- priate laser that transmits onto the channel of the
tronics. Beam combination and splitting is done target receiver PD.
by simple mirror surfaces (no space-variant redi- Since a large number of processors must have
rection), and relaying is done by simple optics, on- access to the same PD, an optical fan-in problem
axis wherever possible, to reduce the build-up of exists. Fan-in occurs at each beamsplitter cube.
aberrations. To optimize the fan-in power efficiency, the reflec-

3 System Overview tivity at each beamsplitter must be controlled, so
Our experimental system (figure ??) presents that, beginning at the most distant processor from

the one-way paths of the optical channels. All pos- the target, the coupling efficiencies onto the chan-

V Y 3 S 9 0 0
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nel are 1, 12 i, " ,for a fan-in of M. This gives 'o o
a J efficiency for every connection. However, be- 20um Cuba

cause all the channels within a combining cube are 3".m Cuba --.--

generally at different distances from their targets, 3o0M

the coupling efficiencies for each channel within a 2,.
single cube are also different. Hence, micromirror ,20o.
arrays are used at the center of each cube,
the channels are kept spatially separate. Th.I~o-""

the main reason for the slow-gaussian microL
approach. 1000

The key advantages of this system are: W__
1) Distributed nature - no central switch or control 400 SW0 600 700 600 0oo 1000
needed. Waehnoh (nm)

2) The microbeam approach is scalable. Figure 2: Max. number of channels for m = 1.5.
3) Only one laser per LDA is on, so low LDA power
dissipation, reliable.
4) Speed limited by LD/PD technology, electronic The microlens arrays are bonded to the surface of
drivers and amplifiers, each cube. The distance from column to column is

4 Scaling larger (f 300mm for a board width), and conven-

To scale up the experimental system, M boards tional bulk ' can be used in a 4-f imaging

(e.g. M = 10's) are to be added in each column, arrangeme .. Individual beams have ex-

giving a column channel efficiency of -. 20 boards tremely smak. numerical apertures (NAs), easing

results in a 5% efficiency, sufficient for our tar- imaging requirent, t

get data rates with ImW lasers. However, whole The theoretical aberrations of this system are

columns must also be cascaded to get the target very low, because NAs are very low (< 0.01),
processor numbers. Therefore channel efficiency and much of the imaging is on-sxis. Exact ray-

drops rapidly as columns are added. This, along tracing simulations around the worst case path of

with the difficulty of maintaining alignment and the experimental system shows negligible aberr,-

aberration means that 'repeaters' will be necessary tions (strehl ratio f 1). The telecentric 4-f bulk

every few columns. These may be arrays PD/LD lens imaging system adds only significant spherical

hybrids, devices with gain (such as VSTEPS) or aberration, which, in our case, results in a beam

solid state amplifiers, pointing and position error. Simulations show that
for our standard 40mm lenses at full 7mm field, the

5 Optics pointing error is only 0.025* and position 0.69pm.
Diffraction limits the dimensions and hence the For a full size system using 80mm lenses and 20mm

total number of distinct microbeams that can be cubes, full 15mm field has only 0.028* and 2.1pm
supported within a cube. The relation giving this errors. After 8-f errors are 0.057° and 8.6pm, in-
maximum number, Nm.,,, is dicating repeaters could be placed every 2 or 3

nD (1) columns. Optimized lenses would give improved
N.. = 4AM2 (1) performance, potentially allowing greater separa-

tion.
where n is the cube refractive index, D the cube di- Current experimental results will be reported.
mension and m the multiplier for beam pitch 2mro
(where ro is the *I radius) at the cube surface. Fig-
ure ?? shows the relation between Nm,,, and A for
m = 1.5 at various cube sizes. It illustrates the
high numbers of channels that can be used with
compact (_<30mm) optics.

In our experiment, the 850nm beams emitted
from VCSEL arrays have a 250pm pitch, and
are collimated by ion-exchange planar microlenses.
Some micromirror arrays are conformal HOEs
made in dichromated gelatin, with controlled ef-
ficienei' and optimized for 850nm, and some are Figure 3: OSLO model of system, and longest path
evaporated patterned metal. PSFs at 1.4 (operating) and 5mm field (1.4mm

Board-to-board relaying (20-50mm) within a patches).
column is done by f = 14mm, 16 level diffractive
microlens arrays with a typical efficiency of 90%.
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Abstract
Initial results on the performance of a 64 input 64 output free-space optical

crossbar are reported. The components of the compact and ruggedised system
are described.

The use of free-space optics to perform high bandwidth connections for computing
applications has been widely discussed in the literature. In this paper we present the
practical results from a 64 x64 free-space optical crossbar switch which has been developed
as part of a collaborative project entitled OCPM [1].

Figure 1 shows the layout of the 64x64 system. A matrix-matrix crossbar design has
been used and data inputs to the switch are provided by 790nm laser diodes pigtailed to
polarisation preserving fibres. To create the most compact system, the design uses one-
to-one imaging and hence the input fibres are arranged in an array that matches the pixel
spacing of the SLM. These are 80pm cladding diameter Hi-Bi fibres which are arranged in
an 8x8 square array with a 120prm pitch. Each fibre has its polarisation axes orientated in
the same direction. This fibre array was fabricated in an array of holes formed by excimer
laser material ablation of a Kevlar substrate [2]. The light from the input array is fanned
out by means of a binary phase grating based on a non-separable two-dimensional design.
A half-wave plate is used to align the polarisation of the channels with the liquid crystal
axes of the SLM.

The relay lenses have effective focal lengths of -,40mm and a 16* full field of view.
Code-V has been used to design and optimise the system and predicts that 90% of the
input falls within 10.5pm diameter circles after two relay stages [3]. The contrast ratio of
the polarising beam splitter limits the possible signal to crosstalk ratio of the switch. Due
to the large range of working angles it was necessary to incorporate a second polariser in
the output arm of the crossbar. Alignment of the components is achieved by means of
accurate positioning of the optics within cylindrical mounts which are held in place by
magnetic strips within channels machined into the baseplate. Beam-steering prisms are
used in the output arm of the crossbar to provide fine adjustment of the optical axis.

The 64x64 SLM is currently being fabricated for inclusion in the system at a later
date. This device will have -70prm square pixels on a 120pm pitch. It will use a chiral
smectic C* liquid crystal, operating in the binary latching bookshelf structure. This will
be an active backplane device with DRAM pixel circuitry and a switching speed of ,-,10
- 25ps is expected. Until this device becomes available, initial system tests are being
performed with an SLM of the same dimensions but containing just 64 pixel stripes.

-W



ThA2/376
iq

-4 St_.=•

FWWSW

~ Fow~bmm W.mm

7

OUAFbms

Figure 1: Lay-out of the 64x64 crowsbar baseplate and optics

The fanning-in of the light into the output fibres is performed by two lenslet arrays.
These have been combined to form a single high efficiency holographic element. To in-
crease the collection efficiency of the fanning-in to the output fibres, 300pm core diameter
fibre is used. These fibres are formed into a square 8x8 array with a 960pm pitch using
an array of holes that are anisotropically etched in silicon.

The technology for fabricating compact, high bandwidth, non-blocking free-space op-
tical crossbar switches capable of full broadcast and multi-cast has been developed and
demonstrated. The performance of this 64x64 crossbar for switching data up to a band-
width of lGbit/s is to be evaluated and the subsequent results will be presented at the
conference.
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We demonstrate a representative portion of an optical backplane using free-space
optical channels to interconnect printed circuit boards which employ FET-SEED based smart
pixel arrays. Results of system demonstrator performance will be presented.

Free-space optical interconnects represent a solution to the needs of future connection-
intensive digital systems such as ATM switching systems, and massively parallel processing
computer systems. These systems will require the large board-to-board connectivity provided
by an optical backplane created with two-dimensional arrays of passive, free-space, Parallel
Optical Channels (POCs) to optically interconnect electronic Printed Circuit Boards (PCBs)
and/or Multi-Chip Modules (MCMs). Such a backplane could be capable of supporting
terabit/second aggregate capacities with connectivity levels on the order of 10,000
input/output channels per PCB.

EFm/'$ED r,.M•,e..r/j._.r rM,,&

We have developed the optics and v"
optomechanics to demonstrate these high bit
rate optical backplanes. As part of this
program, we have constructed a out
representative portion of an optical in .=-
backplane capable of interconnecting two out
printed circuit boards which utilize FET-
SEED based smart pixel transceiver
arrays.(1) Figure la shows a schematic of
the transmitter circuit, including the optical Figure la:Vuran Array

diodes and the FETs used to modulate the d
optical input. Figure lb is a schematic of the
receiver circuit, including the optical input +v -v6
windows, clamping diodes for voltage
control, the differential amplifier section of In
the circuit, and the power FETs which are
designed to drive 100 ohm transmission Ca
lines on the PCBa. Both the 4 x 4 transmitter
and receiver array optical windows are 25 x -v= +Vd V.1 1v.

25 pm, separated by 50 prm, with the pixel Figure Ib: Receiver Array
to pixel pitch being set at 200 pm. These
circuits are designed to run at 155 MNits/sec in parallel. Figure 2 shows the results of a Spice
simulation of the receiver circuit indicating a cut-off frequency of 1.4 GHz. Experimentally

w W 9 S 9 0 0



ThA3/378

measured device and circuit parameters will be presented
including measurements o not only individual pixel l*
performance but also the 4 x 4 array speed and efficiency. H
These results will be compared to the simulator results to ." if
confirm the accuracy or our models.

_o.. Sn.• • Na . n I ... ! i

The board-to-board interconnection will be ..... I
accomplished using a two-sided optical backplane
approach, shown in Figure 3.(2) This first demonstrator is , ,,
capable of interconnect two PCBs using the 4 x 4 smart FRequency (Hz)
pixel arrays described above. Specifically, light from the
output of an argon laser pumped Ti:Sapphire laser is Fg 21a CieM e
delivered and collimated using single mode fibers and
collimating optics. A binary phase grating is used to
provide spot array generation for illuminating the smart .
pixel array optical windows. Vertically polarized light is k

reflected off the polarization beam splitter, directed n

through a quarter waveplate, and focused onto the 4

transmitter array. The transmitter circuit modulates the
light, reflecting the light back towards the adjacent
printed circuit board through the polarizing optics. The
modulated light is detected by the receiver smart pixel F O 'mw
photodiodes, and amplified using power FETs. These Lm
signals are then directed onto the PCB for appropriate
processing. The optomechanics for this first demonstrator
is based on a modified AT&T baseplate approach. (3) The
baseplate is made from Magnesium to insure extreme Figure 3: Denstrato Schematic
flatness tolerances. The baseplate design is capable of
implementing both a bulk optics approach, and a lenslet array based approach for creating the
passive optical channels used to interconnect the PCBs. Tolerancing issues such as optical
component alignment and PCB optomechanics will be discussed.

Results of system measurements will be presented and discussed. These measurements
include characterization of optical throughput, the associated optical efficiency, and spot array
uniformity. In addition optical crosstalk and bit error rates will be presented. Finally, short
and long term stability will be described with an emphasis being placed on the ultimate
manufacturablity of this approach being addressed.

This work was supported by the Canadian Institute for Telecommunications Research
and the McGill NSERC/BNR Industrial Chair in Photonics Systems.

*Permanent address: National Research Council of Canada, Instate for Information
Technology, Ottawa, Canada.

1) L.A. D'Asuro et. al., IEEE Journal of Quantum Electronics, QE-29, no 2, pp. 670-
677,1993.
2) H.S. Hinton, Canadian Institute for Telecommunications Research, Research Program
1993-94, pp. 143-156,1993
3) F.B. McCormick et. al., Applied Optics, vol. 32, no. 26, pp. 5153-5171, 1993.
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Abstract

An S-SEED switching eVeriment has been designed and constructed to investigate operation at 5-50 Mlz
using powers 1I mW/dAvice over a 512 device array. Details of the implementation and exprimental results
wi be prusented.

Summary

Arrys of optically intercomnected self-elkwrooptc effect devices (SEEDs) have been proposed for use in optical
computing systems to overcome the problems encountered in high speed electronic systems; e.g. clock-skew,
limited interconnect possibilities, cross-tak, etc. Individual S-SEED devices have been switched at 150 M&
[1] and the degradation in their performance that occurs at high powers has been measured[2]. Large arrays
have only been operated at below I M-Hz[31. It is important to demonstrate the system capabilities of these
devices by combining these two: operation of a large array at high speeds. This investigation into the
implementin of high speed, hi&Wy parallel switching has revealed the practical difficulties descrnib below.
We have used a 1 W cw, argon ion pumped Ti-sapphire laser operated at 850 nm and an elcro-optic
modulator to switch a single 16 by 32 array of OaAACaAI4s symmetIic-SBEDs (S-SEEDs)[4]. The sM-up
used is shown in the figure and photograph. The optics in this system are kinematically mounted on a custom
slot bseplale. The electro-optic modulator (BOM) and two polarising beamsplitters define separate routes for
the s and p polarisadon, producing the set and reset beams. These two angularly separated beems pass
throuh a 16 by 32 binary phase grating array generator and are relayed to the 8.4 mm focal length objective
Iens that focuses the beams into 5 pm spots on the device windows. The design is telecentric. A fast avalanche
piotodiode system and high bandwidth oscilloacope were required to detect the reflected beams from the SEED
devices.

The requirement for high power in a single mode precludes the use of an easily modulated diode laser,
necessitating the use of an termnly modulated large frame laser. The external modulator had the highest
optical power handling and speed specification available. It could rotate the polaruation to produce a pseudo-
aquare wave at 50 MHz. which resulted in a contrast ratio for the beams incident on the SEEDs of 6:1.
However, even with a beam as large as the 1 mm aperture alowed, significant photorefractive damage
accumulated, producing a strong focusing effect.

Signal encoding is a major isue that is bes addressed by directly modulating la ser ilf. Current
development of master oscillator power amplifier (MOPA) devices[5] is resulting in compact laser with high
power single mode performance that should sooa be configurable for high speed modulatiom. Our experience
confirms that the problems of beam drift, cavity alignment and the difficulties of modulation exclude the
practical ue of pas lasers for this type of system demonstration. This lase wu discovered to operate multi-
longitudinal mode with beat at multiples of 250 MHz, which clearly diminishes the visibility of high frequency
switching. Any misalignmen of the cavity degrades the beam profe and introduces trnsverse mode beating
at 80 MHz a well as misaligning the modulator and hence lowering the contrast ratio.
Operation to date has been limited by the BOM and laser. Half of the aray has been observed switching at
5 MHz (1.25 Gbit/-) and individual pixels at 10 MHz. Operation at up to 50 Ml& is anticipated.
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ABSTRACT

Two dimensional (4x18) arrays of Field Effect Transistor-Self Electrooptic Effect Device transimpedance
receivers have been fabricated for application in massively parallel optical data links. Up to 100Mbps/channel
was demonstrated. Test results are discussed.

SUMMARY

Architectures for large switching systems hre constrained by the limitations of available interconnections at the
chip and board level.[" I21 Two Dimensional Optical Data Links (2D-ODLs)131 

14
1 could provide a low cost, high

bandwidth, high density, interconnection scheme and would open up new avenues to architects of these systems.
Key components used to construct 2D-ODLs are a modulator or source array, a 2D-fiber bundle,151 and a receiver
array. This talk describes the design, and experimental results of 4x18 differential transimpedance receiver
arrays (Figure 1) fabricated in the Field Effect Transistor-Self Electrooptic Effect Device (FET-SEED)161

technology. The FET-SEED technology consists of multiple quantum well (MQW) reflecticn
detectors/modulators1 71 10] monolithically integrated with doped channel MIS-like Field Effect Transistors
(DMTs).

Figure 1. Photomicrographs of 4x18 FET-SEED differential receiver circuit and array
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The receiver schematic and amplifier response histogram are shown in Figure 2. Several 4x8 FET-SEED
transimpedance receiver arrays were tested and displayed a menn response of -0.7mV/pW. and were capable of
>100Mbps per channel operation. Eye diagrams for 40Mbps and 100Mbps operation is shown in Figure 3. The
mean receiver sensitivity for a BER of <10-9 at the design rate of 40Mbps was -25dBm. and was found to incur
a 1/f noise penalty. These receiver arrays were successfully used in a demonstration of a Small Computer
System Interface (SCSI) fully differential parallel optical data link. In this talk, we will compare the measured
bit error rate, crosstalk, and noise to theoretical values, and discuss the limitations in fabricating large arrays of
DC coupled receivers.

RESPONSIVITY HISTOGRAM
84 circuits from 3 arrays
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Figure 2. Differential transimpedance amplifier schematic diagram, and responsivity histogram
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Figure 3. Eye diagrams for 40 and 100Mbps operation
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Technology Program In China
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Abstract Some of the achievements of National 863 High Technology Program in China
are summarised.

1. Introduction
The national 863 High Technology Program, which was proposed and drew up by scientists,
has been implemented in China since March 1986. Under the program there are several
groups according different scientific fields. There is Optical Computing in the Group of
Opto-electronic Devices and Integration, which incorporates more than twenty universities
and istitutes that have made achievements in optical computing. The several areas of
optical computing are being implemented as follows.

2. Devices
The S-SEED and S-SEED Array have been made and applied to optical computing. Devices as
Multiple Quantum-Well-Based Lasers(MQW), Top Surface Emitting Vertical Cavity Diode
Laser, Multi-Channel-Splinder, Micro Lens Array and the related materials (include
semiconductor and crystal) for these devices have been also developed.

In the research on real time Spatial Light Modulators(SLM), the Liquid Crystal Light Valve
(LCLV) and Electrically Addressed SLM that closely coupled with CRT, Ferro electric
Liquid Crystal Valve and Podkel-Read Optical Modulators(PROM) have been
implemep e.

3. AmhRecture and System
The optoelectnic hybrid processors array consists of three 2DPAs (2-D Processors Array),
which has 3-D architecture. A programmable, electrically addressed optical-fiber inter-
connection network has been employed between each two 2DPA. This system can be used tor
Paralle processing.

In the research on Morphological processors, the varied operations in image algebra are
realied by means of hardware, which have been applied to Image processing. The
demonsrtion of image processing in real time has been made by Optical Cellular Array
ioemom devdoped.

The adaptive processors that based on the multi-Channel JTC System and optical disc
memory system have been developed to carry out the image corelation processing.
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The modules of interconnection and parallel processing system based on S-SEED will be
used as the demonstration system of opto-digital computing and a kind of special-purpose

4. Neural Network Processors
In the research on optoelectronic hybrid neural network, more than 1000 neural cells have
been reached for optical computing, where the threshold is done by electrical computers to
implement varied kinds of operations.

In the studies of optoelectronic hybrid associative memory, the storage devices are made up
with the new kind of Crystal, KNSBN, a Liquid Crystal screen with changeable thresholds is
employed as a device of threshold and gain. Associativity of the system is as high as 75%.
The studies of associative storage system with multi-channels are going on to increase the
processing speed.

5. The Fiber Network of Computers
The optical fiber network of multiple micro computers has been studying and been in
progress. The products of this kind of system with the resources shared by multi-computers
will be developed soon. 4

6. Conclusions
(1)under the united organisation all the studies are cooperately going on.

(2)There are some differences between the National Nature Academic Fund, which mainly
supports the studies of areas such as the new ideas, new architecture's and new kinds of
devices etc., and National 863 Program, which lays particular emphasis on the creative
researches in practical applications.

(3)The first stage of this program will end by 2000. When the time comes, there will be some
available optical computing systems.

4
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I. INTRODUCTION -

Integrated optical devices such as surface emit- paoto detector-. LD or LED
ting laser array, photo detector array and OEICs 0 2
promise high performance parallel processing. Al- 1
though these devices have two-dimensional paral- 1
lelism for pattern information processing, their po- SPE-4k 2
tential capabilities are not utilized in conventional
parallel processing systems. The "I/O bottleneck"
between processing element (PE) array and I/O
devices sets the limit to the processing speed.

In order to overcome the I/O bottleneck, two-
dimensional interconections between them are re-
quired. The interconnections, however, can not

be implemented by using conventional macro-scale
wiring technology even if the integrated optical de- 2D

vices are used. Only the integrated wiring tech- co"mU
nology that is VLSI technology can implement the
interconnections. It means that the processing ele-
ment should be so compact to be implemented with
integrated optical devices. Integrated PE and op-
tical device array realizes fully parallel processing
with high computing performance.

In this paper, architectures of compact PE ar-
ray and experimental systems, some experimental
results on the system performance for applications, Fig. 1. Parallel optoelectronic processing system
and a design of an intergrated one chip parallel pro-
cessing system are shown. 3) controlled by microinstruction, 4) bit serial pro-

cessing, 5) restricted electrical interconnections (4
II. PARALLEL OPTOELECTRONIC neibours).

PROCESSING SYSTEMS Each PE has three 8bit registers, one arithmetic

A. Design of processing element logical unit (ALU, lbit), one 4bit multiplier as
shown in Fig. 2. Although bit serial processing is

Cnventionalhe microprocesrcane nthe nmber of slow in comparison with bit parallel processing, it
as the PE of the system, because the number of *s opc oraieteitgainadvral

gates is too large that many PEs cannot be im- is so compact to realize the integration and variable

plemented into small area on VLSI& Keys of the bit length processing.

design are how generality of processing is kept by In the result, the PE is implemented by using

using small number of gates and how integration 337 gates. The number of the gates is quite small.

and high speed processing is performed. B. Scale up model : SPE-4k
Ishikawa et al. have proposed a compact PE ar- An experimental optoelectronic processing sys-

chitecture with general purpose and programable tem which has matrix positioned 64 x 64 = 4096
functionality and implemented a scale-up model [1]. (4k) PEs is implemented by using gate array tech-
A conceptual diagram based on the architecture nology. The system is named SPE-4k (sensory pro-
with optical interconnection is shown in Fig.1. cessing elements - 4k) and is designed as a scale up

The architecture of the PE has following features model of integrated one chip optoelectronic pro-
to be compact; 1) direct connection between PE cessing systems shown in Fig. 1. The system uses
and optical 1/0, 2) SIMD type parallel processing, LEDs and PTRs for optical I/O.
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Fig. 2. Block diagram of processing element _ _equa_ _125 2.5=

The cycle time of the system is 100ns. Consider- chip, 3600 PEs with the same number of photo de-
ing the 8bit integer addition as a basic operation of tectors are integrated as shown in Fig. 3.
processing for the evaluation of the speed of SPE-
4k, 3.2GOPS (Giga Operations Par Second) at the III. APPLICATIONS
maximum speed of the system are obtained. This type of parallel processing is matched with
C. Reconfigurable optial interconnection early stage of visual information processing. In or-

Shift-invariant and reconfigurable optical inter- der to evaluate processing performance of the SPE-
connection between the PEe of SPE-4k using 4k, some applications have been carried out on the
Fourier plane computer generated hologram (CGH) system. The processing time of the applications is
has been proposed and demonstrated by using a shown in Table I.
parallel aligned nematic liquid crystal (PAL) sap- In principle, input pattern is binary and calcu-
tial light modulator (PALSLM) by Kirk et al. 12). lafion is in fixed point. A few applications in Table
Since the CGH is optimized and the PALSLM is I use iterative algorism, so in such applications, the
a phase modulation type spatial light modulator, processing time depends on the iteration.
high diffraction efficiency and accuracy have been
obtained. IV. CONCLUSION

Recently a laser diode array for integration of the
optical interconnection and Fourier plane hologram Optoelectronic processing architectures for real-
for real-time generation of the interconnection ker- izing a integrated optoelectronic systems and some
nel are examined and practical algorisms using op- experimental results are shown.
tical interconnection for parallel processing opera- In the SPE-4k, compact processing elements re-
tions such as prefix calculation and vector-matrix alize general early vision processing and high speed
multiplication are also examined, visual feedback. In addition, it is shown that 3600
D. One chip eystem PEs with the same number of photo detectors can

be implemented into one chip.
The number of transisters can be reduced by us-

ing full custom VLSI design rule. Yamada and
Ishikawa have designed and implemented one chip EFERNCES
version of PE array with photo array [3]. In their 111 M.Ishikawa, et al., "Massively Parallel Processing

System with an Architecture for Optoelectronic
Computing, Technical Digest of Optical Comput-
ing 1993 (Optical Society of America, Wshing-
ton, D.C.), Vol.7, pp.272-275 (1993)

121 A.Kirk, et al., "Design of an optoelectronic cellu-
lar processing system with a recoigurable holo-

1 2 graphic interconnect," Appi. Opt., (in press)

[31 Y.Yamada and M.Ishikawa, "VLSI parallel pro-
ONWu mo bmmi cessing vision sensor," (to appear)

Fig. 3. One chip optoelectronic system
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Free Space Holographically Interconnected Counter

RJ. Feuerstein, D.C. O'Brien, A. Fedor, M.C. Chang, L.H. Ji
Optoelectronic Computing Systems Center

University of Colorado
Boulder, CO 80309-0525

303-492-7077

Abstract: We have constructed a simple 4-bit counter using holographic interconnects,
microlens arrays, vertical cavity lasers, and a CMOS detector array chip. Performance of this
prototype system will be discussed.

We are working on various architectures for three-dimensional optoelectronic computers.
They all share free space holographic interconnects from one optoelectronic processing board
to another. We will describe the results of an experiment to construct a system using this
technology. This is also the first step in the development of a testbed for evaluation of source
and detector arrays, holograms and the necessary optomechanics.

Figure 1 is a schematic of the experiment. The system implements a simple 4-bit counter
with the right (left) half of the system counting the odd (even) numbers. For the top beams,
there are four pairwise optical OR's performed by the receiver detectors. The electronics are a
few discrete TTL gates that are used to implement the Boolean expressions for the four bits of a
counter. On each clock signal the right (left) counts 1, 3, 5, 7, 9, 11, 13, 15, 1... (0, 2, 4, 6,
8, 10, 12, 14, 0...) etc.

A pair of Vertical Cavity Surface Emitting Laser arrays(VCSELs), a Ix8 and a Ix4,
emitting at 842 rum, are the sources. The VCSEL output powers vary from 550 p.W to 900
p.W, with bandwidths in the GHz. The VCSEL is cooled by a thermoelectric cooler to control
the wavelengths.

A Nippon Sheet Glass company microlens array (ptLA) with a 560 gim focal length is
glued directly to the VCSEL package while actively monitoring the beam outputs. The j-LA
collimates the Gaussian output beams of the VCSELs.

Each of the 4 or 8 channels illuminates a separate computer generated hologram (CGH),
which creates the desired interconnect pattern. These are designed using a modified
Gerchberg-Saxton algorithm. Two types of elements are produced from this: the first is a
standard etched binary (two level) phase grating in quartz. The second is a phase copy of the
amplitude mask recorded at 514 nm in Dupont photopolymer. The performance characteristics
of these approaches will be presented. The hologram array (HA) is glued to the gLA while
actively monitoring the beam outputs.

The transform lens is a standard laser diode lens anti-reflection coated for 830 nm.

Standard 2 pLm process CMOS chips made by the MOSIS chip fabrication service are
used as 2x8 pn diode detector arrays with 200x200 p~m 2 detection area. Each channel has
amplfiers and a TIL level output driver. The receivers require optical pulse power >40 gW to
generate an electrical output pulse. These outputs are wired to the MT chips.

All array elements are on a 250 ptm pitch.

V 9 9 9 ili 9 9 um[~lsea,-



ThB2/388

The components are mounted with Spindler and Hoyer microbench parts with the
VCSEL/ILA/HA component mounted on a slug held by the standard x-y adjustable stage and
similarly for the receiver chips. There are two independent optical paths as shown in the
figure.

The system speed is limited by the minimum power required for the receiver chips to
generate an output pulse. This in turn depends on the efficiency of the holograms, and the
VCSEL output powers. Another issue relating to speed is the absorption depth of the light.
We measured the speed and sensitivity of the detector chips at both 830 nm and at 670 nm to
separate the circuit speed limitations from the diffusion time delay for carriers absorbed deep
inside the silicon substrate. The implications of these interconnected factors will be discussed
in terms of the requirements placed on each element for reliable system design.

The complete system performance and implications for larger systems will be discussed.

Micro HologramsReivr

Elecx8u cs Optical beam Electronics

Receivers Micro VCSELs
Holograms lens

Figure 1. Experimental schematic.

This work was supported by the National Science Foundation, Engineering Research
Center program, and the Colorado Advanced Technology Institute.
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Versatile Compact Image Processor with Optical
Feed-Back using Photopolymer and Ferroelectric

Liquid Crystal on Amorphous Silicon

Pierre Cambon*
GOSC, Tticem Bretagne, Dipartement d'Optique

BP 832, *9285 Brest Cedez, France.
Faz 98 00 10 25, E-Mail: cambon@gosc.enut-bretagne.fr

John Sharpe and Kristina M. Johnson
Optoelectroxic Computing Systems Center'

University of Colorado, Boulder, Colorado, 80309-0525
Phone (303) 492 3260, Faz (303) 49 3674

1 Abstract

An optical image processor with optical feedback and gray scale capability compactly organized around
bistable binary amorphous silicon and ferroelectric liquid crystal devices and a one lens correlator using
reflective multiplexed photopolymer hologram is presented.

2 Summary
A broad class of efficient and widely used low level image processing operations are the non-linear filters
such as rank-ordered filtering and morphological operations. They can be performed on binary images
by convolving with a binary or gray scale kernel and thresholding the output. Extension to gray scale
images is performed by considering them as a finite collection of binary slices, processing each slice as
previously and finally summing the processed slices to obtain the processed gray scale image [1].

As they involve mainly a correlation, these processes may be advantageously implemented optically
with thresholding binary optoelectronic devices. As even the simplest processes involve many sequential
basic operations, a strictly parallel optical feedback is necessary. Pipelining of optical processors quickly
becomes very expensive and using electronic feedback introduces an 1O bottleneck which destroys the
advantage of optics. The correlator must be multiplexed or quickly reconfigurable. The 2D optoelectronic
devices must have memory capability to control the data flow in the optical loop, cascadable and able
to perform a sharp thresholding at a programmable level. Additionally, the processor must be compact
and inexpensive. Under such stringent constraints, very few realistic solutions have been found. Here we
propose a system using recently available devices.

Optically addressed spatial light modulators (OASLM) using Ferroelectric Liquid Crystal (FLC) are
considered here. Although FLC and silicon VLSI based smart pixel [2] arrays allow an interesting versa-
tility at the pixel level, the processor considered here is based on equivalent resolution but higher optical
quality and lower cost devices which use a hydrogenated amorphous silicon (aSi:H) continuous thin film
as substrate.

The device is a mosaic of nine independently driven aSi:H/FLC bistable OASLMs with fixed high
threshold [3] ( 250 jaW/mm2 at 633 nm and 2.5 kHz frame rate) realized on the same optical fiats. It is
illuminated on both sides through the polarizing beam splitters CBS and FBS (see figure). The aSi:H/FLC

"Pire Cambons is with Opt. Camp. Sys. Center, Univ. of Colorado. phone (303) 492 5405 until May 31, 1994. phone:
(303) 492 S0, Euail ca Acolonkdo.edu
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interface is reflective (pixelated aluminium). The central OASLM faces in the opposite direction compared
to the peripheral ones. The right side performs the feedback by using a lens (FL), a plane facet mirror
(FM) and independently controlled feedback laser diodes (Fld). The left side performs correlation from
the central OASLM to the peripheral one's by using a power source (PS) and variable light biasing (Tld)
for threshold control and erasing. The filter is a multiplexed reflective hologram recorded in-situ using
recent Du Pont photopolymer materials[4].

The gray level input image (In) is formed by input lens (IL) on the central OASLM. A biasing light
(from TId through the mirror FM) is incoherently added to the image to determine the threshold level and
the result thresholded and stored as a binary image in the FLC. Using the power source (PS) this slice is
convolved simultaneously with the eight kernels recorded in hologram (RMH) chosen for the application.
One or a few of the convolved images are stored on a peripheral OASLM while the previously stored
images on the other OASLMs are retained. The other slices of the images are successively formed and
processed in the same way and stored in peripheral OASLMs. The final summing operation is performed
by illuminating simultaneously with the feed-back diodes the OASLMs where the previously processed
slices are stored. The input image is obstructed using the shutter SB. The gray level output image is
directed onto the "Out" plane by activating a quarter wavelength FLC plate (QP) which rotates the
polarization of the reflected beam. Binary image processing can be performed in the same way and
operations are easily cascaded by using the feedback diodes.

Design, scaling, power budget and technology are presented. Performance simulations, partial experi-
ments and controlling programs exemplified by a cytology diagnosis application requiring only four slices
of 256 X 256 images are shown.

References

[1] J.W. Hereford, W.T. Rhodes "Non linear optical image filtering by time-sequential threshold decom-
position" Optical Engineering, vol 27, No 4, (1988), pp 274

12] K.M. Johnson, D.J. McKnight and 1. Underwood 'Smart spatial light modulators using liquid crystal
on silicon* IEEE J. of Quantum electronics, vol 29, No 2, (1993), pp 699

[31 J.B. Chevrier, P. Cambon, R.C. Chittick, B. Equer Use of nipin aSi:H structurefor bistable OASLM"
J. of Non-Crystalline Solids, 137 and 138, (1991), pp 1325-1328.

[4] R.W. Brandstetter, N.J. Fonneland "Photopolymer elements for an optical correlator system" Pro-
ceedings SPIE on Photopolymer device physics, chemistry and applications IT (1991) vol 1559, pp
308.
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Digital Optical Computing Demonstration Systems
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Physics DepL, Hcriot-Watt University, Edinburgh, UK.

031451 3065, phyfapt@clusLhw.ac.uk

Abstract

Details of the implementation of two optical computer demonstr•ii~ will be presented:
a 64-channel S-SEED cellular logic image processor with a dynamic interconnect and a sorting
module implemented by interconnecting smart pixels with a shuffle.

Summary

Dynamic interconnect O-CLIP: This is a demonstration of a 8x8 channel, S-SEED optical
cellular logic image processor using hybrid lenses and a dynamic interconnect. Two arrays of
S-SEEDs are used and are interconnected to each other as shown schematically in the
photograph (figure 1). The interconnect used is an electrically-addressed Seiko Epson phase
modulator(not shown in photo). For optimum efficiency, it is essential that the CGH period is
an integer multiple of the SLM pixel pitch (46 prm). The pixel pitch of the microlens/S-SEED
was therefore chosen to be 160 Pin and a 41.9 mm focal length lens was used. The interconnect
can i) map one-to-one, ii) fan-out by 3 horizontally to straight on and two nearest
neighbours(460 pum period), iii) fan-out to next nearest neighbours and straight(230 pm). With
these reconfigurable interconnects it is possible to create a compact system with interesting
processing capabilities.

One point of the demo is to show that a low-power high-field macrolens in combination
with a high-power low-field microlens produces the high-power high-field hybrid lens which
is required to interface with a large array of widely separated smart pixels with small windows.
The microlens needs to have field of 30 pam to allow both dual-rail beams required to read and
set the state of a S-SEED to pass through a single microlens. A singlet microlens is inadequate
so an afocal relay consisting of f/3 and f/1 doublets has been fabricated. This is also required
for the magnification step between the 15prn spot produced by the low power lens and the
sub-5ttm spot required for the S-SEED. The in-house macrolens used is a f/5 triplet with a 10
degree full-field (7.3mm). Full details will be presented of the characterization of system
components and its operation.

Sorting Module: Another demonstration system currently under construction is a system
which performs the bitonic sort algorithm using smart pixels interconnected by a 2-D perfect
shuffle (figure 2). The perfect shuffle module is based on an approach adapted from Cloonan[1]
which uses a 2x2 fan-out grating followed by a 2x telescope. The smart pixels required for this
system consist of an array of pixels with the following functionality: a self-routing
exchange/bypass node with a latch, optically programmable to sort the higher or lower of the
two inputs to either output or allow a straight connection with no comparison, optical clock, and
4-bit shift registers at both outputs. A FET-SEED smart pixel has been designed to perform this
function. A similar but less powerful F-SEED has been fabricated and results of tests on it will
be presented. In addition, a CMOS version of this smart pixel has been designed and is
currently being fabricated. A SPICE simulation has shown that it should operate at 100MHz.
Results will be presented of a hybrid smart pixel array which will be fabricated by bonding an
InGaAs modulator array to a CMOS circuit.

[1] T. J. Cloonan et al, "A complexity analysis of smart pixel switching nodes for photonic EGS
switching networks," IEEE J. QE 29 619 (1993)
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Figure 1: Dynamic interconnect 0-CLIP
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Figure 2: Sorting Module
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